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What happens when intelligence isn’t 
just something we access through 
screens or devices but something 
embedded in the world around us? 
When it’s woven into our environments, 
shaping decisions, and unlocking new 
ways of working and living?

Edge AI is making intelligence feel 
present—alive in ways we’re just 
beginning to grasp. It’s shifting AI from 
something we access to something 
that moves with us, anticipates 
needs, and creates new opportunities 
across industries. Real-time patient 
monitoring in hospitals, smarter supply 
chains, and AI-powered creative tools 
are just a few examples. With this shift 
comes not only new possibilities but 
also new responsibilities.

In my work at IDEO, I’ve seen how 
emerging technologies reshape 
industries and redefine how we 
interact with the world. Edge AI is 
shifting the conversation from “How do 
we use AI?” to “How does intelligence 
exist around us?”. It’s moving beyond 
efficiency and automation, becoming 
something embedded into our 
environments in ways that feel 
seamless, responsive, and even alive.

Edge AI first gained traction in 
industries where real-time decision-
making was essential. Autonomous 
vehicles, industrial automation, and 
healthcare couldn’t afford to rely on 
cloud processing. What started as a 
solution for latency, bandwidth, and 
security challenges is growing into 
something much larger. Today, it is 
driving new business models, shaping 
more intuitive interactions, and 
transforming everything from adaptive 
healthcare systems to real-time retail.

Hospitals are already using edge 
AI-powered patient monitoring 
systems like Biobeat, which track 
vital signs without needing constant 
cloud connectivity. In manufacturing, 
companies like Stream Analyze are 
embedding AI-driven quality control 
directly into production lines, reducing 
defects and improving efficiency. 
In logistics, P&O Ferrymasters has 
increased load efficiency by 10% by 
using AI-driven, real-time tracking 
and automated decision-making. 
These aren’t experiments. They are 
real, present-day innovations that 
make intelligence more immediate, 
responsive, and deeply integrated into 
everyday life.

This report comes at a moment 
when edge AI is shifting from a nice 
innovation to a foundational layer 
of technology. From next-generation 
AI hardware designed for low-power, 
high-performance edge computing 
to new breakthroughs enabling 
generative AI to run on-device, the 
landscape is shifting rapidly. As the 
technology evolves, leaders across 
industries will need to rethink how 
intelligence is designed, deployed, and 
experienced. This report offers insights 
into that transformation.

The edge has always been more than 
just a place where data is processed. 
It is where intelligence becomes 
immediate, responsive, and integrated 
into the world around us. Today, it is 
also where new ideas, interactions, and 
possibilities are taking shape.

Savannah Kunovsky, Managing Director 
of IDEO’s Emerging Technology Lab

Foreword
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Introduction

While people have their eyes on the 
AI race of language models—from 
OpenAI’s ChatGPT o1 to DeepSeek’s 
R1, Anthropic’s Claude 3.5, and 
Google’s Gemini 2.0—some of the 
most transformative developments 
in AI are now occurring at the edge, 
where immediate, on-site processing is 
redefining business operations. Dubbed 
“the era of AI inference,” this next cycle 
of AI innovation is shifting inference 
increasingly onto edge devices, thus 
enhancing accessibility, customizability, 
and efficiency in AI applications[1].

With 2025 underway, edge AI is rapidly 
changing how businesses operate 
by enabling real-time, localized data 
processing and decision-making. 
This shift is fueling significant trends 
across sectors such as autonomous 
vehicles, IoT, and computer vision. 
This report examines the evolution 
of edge AI from a niche technology 
to a mainstream driver of industry 
transformation, combining technical 
analysis with business insights.

The first chapter explores the evolving 
industry trends driving edge AI 
adoption. It analyzes how sectors 
like autonomous vehicles, healthcare, 
manufacturing, and agriculture are 
increasingly relying on immediate, 
localized intelligence to improve 
safety, operational efficiency, and 
overall performance. The analysis 
explains the demand for low-latency 
processing and reduced bandwidth 

requirements, setting the stage for a 
shift in data processing and utilization.

The second chapter provides a 
detailed discussion of how edge AI 
is transforming operational models 
across industries. By processing 
data on-site, businesses achieve 
real-time analytics and decision-
making capabilities that traditional 
centralized systems cannot offer. 
Specific applications, such as predictive 
maintenance in manufacturing and 
real-time patient monitoring in 
healthcare, illustrate the advantages of 
deploying AI directly at the source of 
data generation.

In the third chapter, the focus 
shifts to the technological enablers 
that support edge AI deployment. 
Advancements in specialized 
processors, ultra-low-power devices, 
and hybrid edge-cloud frameworks, 
along with software innovations 
such as edge-native algorithms and 
hybrid edge-cloud frameworks, are 
overcoming the challenges of limited 
processing power and scalability in 
resource-constrained environments. 
Moreover, the chapter addresses 
the critical topic of explainability in 
edge AI. By integrating lightweight, 
real-time explainability techniques, 
developers can ensure that AI 
decisions are transparent and 
verifiable, boosting trust in safety-
critical applications and regulatory 
compliance.

The fourth chapter examines the 
collaborative efforts necessary to 
build a robust edge AI ecosystem. 
It explains how hardware vendors, 
software developers, cloud providers, 
and regulatory bodies are aligning 
their strategies to create standardized 
architectures and interoperable 
platforms. This section emphasizes the 
importance of partnerships and shared 
industry frameworks in ensuring that 
edge AI deployments are secure, 
scalable, and sustainable.

The final chapter presents a forward-
looking perspective on the future 
of edge AI. It explores emerging 
technologies such as federated 
learning, quantum neural networks, 
neuromorphic computing, and the 
integration of generative AI models. 
These innovations will drive the 
development of autonomous systems 
capable of self-learning and real-time 
adaptation, reshaping competitive 
dynamics across industries.

This report promises actionable 
insights and thought leadership that 
empower decision-makers with a 
clear roadmap for harnessing edge AI 
innovation. Through rigorous analysis 
and industry-focused reporting, readers 
will gain a deep understanding of the 
challenges, opportunities, and practical 
strategies necessary to lead in the era 
of localized intelligence.

Samir Jaber, Report Editor
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About the Report

This report is the latest installment 
in the Wevolver Edge AI Technology 
Reports series. It addresses the 
pressing need for actionable insights 
into the exploding field of edge AI and 
strongly focuses on the industry trends 
that are reshaping various sectors in 
2025. It provides a clear view of the 
challenges and opportunities facing 
businesses today. 

Editor-in-chief Samir Jaber led this 
initiative, drawing on the rigorous 
research and insights of co-authors 
John Soldatos and Deval Shah to 
form a cohesive narrative on the 
transformative impact of edge AI. 

The Wevolver team has been 
instrumental in orchestrating 
discussions between contributors, 
synthesizing expert opinions, and 
steering the focus towards the most 
pressing questions. This collaborative 
effort ensures the report not only 
delivers actionable insights but also 
advances Wevolver’s mission to equip 
engineers, developers, and decision-
makers with authoritative analysis that 
catalyzes industry progress.

We extend our gratitude to our sponsors, 
whose generous support has made 
this insightful exploration possible. 
Their commitment to advancing 
edge AI technology underscores the 
shared vision of fostering a community 
poised to lead in the era of localized 
intelligence. This report stands as a 
testament to the power of partnership 
and shared knowledge in navigating the 
future of technology.
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Chapter I:
Industry Trends  
Driving Edge  
AI Adoption

The transformative power of edge AI 
lies in its ability to deliver localized 
intelligence where it is most 
critical, redefining how industries 
operate. From enabling real-time 
decisions in autonomous vehicles to 
driving predictive maintenance in 
manufacturing and advancing precision 
agriculture, edge AI has become such 
a cornerstone of innovation that 
researchers claim 2025 to be “the 
year of edge AI”[2]. We are witnessing 
a value proposition extending beyond 
technological advancement; AI is 
serving as a strategic enabler for 
industries navigating the demands of 
speed, efficiency, and sustainability.

But what makes edge AI indispensable 
today? The answer lies in its capacity 
to solve two conflicting challenges: 
the need for instantaneous action and 
the imperative to reduce energy and 

data waste. Traditional cloud-centric 
models, while powerful, still struggle 
with latency constraints, bandwidth 
bottlenecks, and environmental costs. 
Edge AI bridges this gap by embedding 
intelligence directly into devices, 
sensors, and machines, turning raw 
data into decisions at the source.

Edge AI’s rapid ascent did not come 
merely as a response to technological 
curiosity; it is a direct consequence of 
major shifts across industries. These 
sectors are experiencing urgent, 
trend-driven demands, which are 
actively reshaping edge AI’s evolution 
and adoption. Autonomous vehicles 
demand split-second safety decisions. 
Factories require predictive systems 
to avoid million-dollar downtime. 
Healthcare needs instant diagnostics 
to save lives. These are not isolated 
challenges but interconnected trends 

propelling edge AI from a niche tool to 
an industrial imperative.

This chapter unpacks the why behind 
edge AI’s rise: the industry-specific 
trends and cross-sector forces pushing 
intelligence closer to the source. 
We’ll explore how trends like climate-
driven resource scarcity, supply chain 
volatility, and regulatory mandates are 
rewriting the rules of innovation and 
why edge AI has emerged as the best 
viable solution.
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Edge AI market size and forecast 2024 to 2034 (Image Credit: Precedence Research)[i]

The Safety Imperative: 
Real-Time Decision- 
Making in Autonomous 
Systems

Two of the main drivers pushing 
the automotive industry toward 
autonomous systems are safety 
demands and technological 
momentum. According to research 
sponsored by the National Highway 
Traffic Safety Administration (NHTSA), 
vehicles equipped with advanced 
driver-assistance systems (ADAS), 
including blind-spot warnings (BSW), 
advanced cruise control, road warning 
systems  and lane-keeping assistance, 
will increase substantially from 2020 
to 2030, reaching near-full market 
penetration by 2050[3].

Edge AI is critical to this transition, 
especially in aspects of safety like 
collision avoidance. Real-time 
decision-making is fundamental to 
autonomous vehicles navigating 
roads, obstacles, and other vehicles, 
which requires near-instantaneous 
data processing. Unfortunately, 
today’s cloud-dependent processing 
introduces latency issues that are 
incompatible with collision avoidance 
due to factors such as the physical 
distance between network endpoints, 
the volume of network traffic, which 
can slow down data transmission, 
and the efficiency challenges across 
network infrastructure.

This necessitates local data processing 
onboard the devices collecting the 
data to ensure immediate decision-
making, a requirement that edge 
computing can meet effectively. 

As a result, edge AI technologies 
have enabled efficient and effective 
solutions that can accelerate the trend 
of autonomous systems across the 
automotive industry, including:

•	 Collision avoidance systems: Edge 
AI enhances collision avoidance 
by processing data from multiple 
sensors (LiDAR, radar, cameras, 
and ultrasonic sensors) to analyze 
pedestrian movement, road 
conditions, and vehicle trajectories 
in real time. Unlike cloud-based 
solutions, edge AI minimizes 
latency by allowing the vehicle 
to instantly detect and respond 
to potential hazards, such as a 
pedestrian stepping into the road 
or an unexpected vehicle maneuver. 
This enables automated emergency 
braking, evasive steering, and 
predictive accident prevention.
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•	 Vehicle-to-Everything 
(V2X) Communication: V2X 
communication allows vehicles to 
interact with their surroundings, 
including other vehicles, traffic 
lights, and road infrastructure, to 
optimize traffic flow and enhance 
safety. Edge AI enables ultra-fast 
processing of V2X data, helping 
vehicles anticipate collisions, 
adjust speed dynamically based 
on upcoming road conditions, and 
warn nearby cars about hazards 
like icy roads or sudden braking 
incidents. By decentralizing 
decision-making, edge AI improves 
reliability in congested or low-
connectivity areas.

•	 Adaptive Diagnostics and 
Predictive Maintenance: 
Traditional vehicle diagnostics 
rely on periodic inspections or 
driver feedback, often delaying 
issue detection. Instead, edge AI 
continuously monitors vehicle 
components for aspects like 
brake wear, tire pressure, and 
engine health, using onboard 
sensors and machine learning 
models. By analyzing real-time 
data, AI detects early signs of 
failure, alerting drivers and fleet 
managers before minor issues 
escalate into costly breakdowns 
or safety hazards. This reduces 
downtime, extends vehicle 
lifespan, and enhances safety.

While AI-powered autonomous systems 
in passenger vehicles continue to 
mature, passengers still cannot take 
their eyes off the road yet—at least, 
not everywhere. The rise of Level 2+ 
semi-automated driving systems is 
effectively taking the industry a step 
further from partial automation (Level 
2) toward conditional automation 

(Level 3). In other words, we are one 
step away from “hands-off, eyes-
off,” a state where the human driver 
no longer needs to be in driving or 
monitoring mode. This would shift the 
liability to the OEM during a level 3 
operation[4]. The time for widespread 
adoption of this shift remains to 
be seen as companies struggle 
with technological complexities, 
cost challenges, and server-level 
computational power that is not 
yet practical in everyday vehicles. 
Nonetheless, the technological trend is 
evidently heading in that direction.

Today, edge AI is more widely adopted 
in subsystems like blind-spot detection, 
driver behavior monitoring (drowsiness, 
distraction), autonomous emergency 
braking (AEB)[4], and smart in-car 
climate control. In industrial settings, 
vehicles operating in controlled 
environments, such as forklifts in 
warehouses and autonomous haul 
trucks in mining operations, present a 
more immediate opportunity for edge 
AI deployment. In these environments, 
restricted and structured settings 
make AI modeling and decision-
making more predictable, reducing 
the complexity of autonomous 
navigation. To further improve training, 
automakers like Hyundai Motor Group 
are also leveraging synthetic data 
platforms like NVIDIA Omniverse to 
simulate real-world conditions and 
generate high-quality training datasets 
without the need for physical test 
environments[5].

Supply Chain Resilien-
ce: Harnessing IoT for 
Real-Time Optimization

Global supply chains have not been 
strangers to disruptions, especially 
since the early 2020s. These 
hyperconnected networks have been 
battling pandemics, geopolitical 
shifts, and climate volatility, all while 
trying to keep up with the demand for 
transparency, sustainability, and agility. 
Such challenges exposed fragilities 
and led to significant financial losses 
for businesses. Industry analysts say 
that the situation will not go back 
to the way that it was in 2019[6]. This 
is why new supply chain trends and 
technology adoption have begun 
shaping up, ensuring higher robustness 
and agility. At the center of these 
trends is the Internet of Things (IoT).

IoT has already redefined logistics, 
from inventory tracking to last-mile 
delivery, but the next leap is turning 
raw data into instant, actionable 
insights. With the rise of digital 
supply networks (DSNs) and the 
emphasis on supply chain resilience 
and sustainability, AI-powered IoT 
has become a necessity in supply 
chain optimization. Edge AI enables 
IoT devices to process information 
right at the source, optimizing routes, 
minimizing losses, and countering 
disruptions as they occur.

In 2022, Gartner predicted that one 
in every four supply chain decisions 
will take place at the intelligent edge 
in 2025. Gartner analysts went on to 
describe supply chains as increasingly 
dynamic and covering larger networks 
where data and decisions take place 
at the edge[7]. Today’s market statistics 
further illustrate this trend, with a 
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projected market value growth of 
global IoT in the supply chain of about 
13%, reaching over USD 41 billion 
by 2033[8]. Here are three leading 
solutions that edge AI and IoT are 
offering in supply chain management.

•	 Real-Time Visibility and Predictive 
Analytics: Legacy tracking systems 
fail in low-connectivity ports, 
remote warehouses, or congested 
transit hubs. Edge AI eliminates 
these blind spots by processing 
data locally on IoT devices, 
enabling granular monitoring 
without cloud dependency. Such 
real-time data processing triggers 
instant alerts for anomalies such 
as temperature fluctuations, 
route deviations, or unexpected 
inventory shifts. Moreover, by 
leveraging predictive analytics 
at the edge, organizations can 
forecast bottlenecks and optimize 
routes, cutting downtime and 
operational costs.

•	 Energy Efficiency Through Local 
Processing: Local data processing 

reduces reliance on constant 
cloud connectivity. By minimizing 
data transmission, edge AI cuts 
energy consumption and alleviates 
network strain. This localized 
approach supports sustainability 
goals while ensuring that large-
scale supply chains operate with 
maximum efficiency. With edge 
AI-powered smart warehouses and 
low-power sensors, supply chains 
can become smarter and greener.

•	 Automated Asset Tracking: 
Modern supply chains require 
highly accurate asset tracking. 
Traditional tracking methods 
of assets like pallets, including 
manual counts or barcode scans, 
are relatively slow and prone to 
error. Advanced edge AI systems, 
integrated with digital twin 
technology and computer vision, 
can automate this process. For 
instance, a solution leveraging 
NVIDIA Omniverse, NVIDIA TAO, 
and the Edge Impulse platform 
included creating virtual replicas 
of warehouse environments to 

generate synthetic data, train 
robust models, and deploy them 
in edge devices. This setup 
automated pallet detection 
and tracking, ensuring precise 
inventory management and 
streamlined operations​[9].

Integrating edge AI with IoT elevates 
supply chain management from reactive 
data collection to proactive, intelligent 
operations. Real-time monitoring, 
predictive analytics, energy efficiency, 
and automated asset tracking converge 
to create a supply chain ecosystem that 
is resilient, cost-effective, and prepared 
for future challenges.

Manufacturing and  
Industry 4.0: From  
Automated to Predictive

The fourth industrial revolution, or 
Industry 4.0, has been a major trend 
driving the manufacturing sector with 
smart automation, real-time analytics, 
and self-optimizing workflows. Yet, 

 Industry 4.0 using edge computing (Image Credit: Siemens)[ii]



11

as factories grow more complex, 
traditional centralized systems 
struggle to keep pace. Unplanned 
downtime costs manufacturers 
billions annually, while defects and 
inefficiencies erode margins in an era 
of razor-thin competitiveness.

Edge AI has emerged as a critical 
enabler of Industry 4.0’s next phase, 
Predictive Manufacturing (PdM), where 
factories don’t just react but predict, 
adapt, and optimize autonomously. 
PdM involves “gathering data from 
sensors embedded in manufacturing 
machinery, using advanced analytics 
to identify operational anomalies, 
and developing predictive models to 
forecast potential failures”[10].

That is why edge AI is seeing a 
remarkable rise in adoption in 
the manufacturing sector. Surveys 
show that, in 2025, at least 93% of 
manufacturers will integrate AI into 
core operations, while 83% believe AI 
has already or will make a tangible 
impact[11], driven by demands for 
resilience and sustainability. Edge AI 
meets these demands by embedding 
intelligence directly into machinery, 
sensors, and robotic systems, turning 
data into decisions at the source. Here 
are three trends enabled by edge AI 
and IoT in the manufacturing industry:

1.	 Predictive Maintenance: For 
modern manufacturing (and 
PdM) to take shape, reactive 
maintenance can no longer be the 
go-to methodology; predictive 
maintenance is essential to 
prevent unplanned downtime. 
AI-powered IoT systems enable 
predictive maintenance by 
analyzing real-time sensor data 
using dedicated ML algorithms 
to flag anomalies and anticipate 

equipment failures. For example, 
vibration sensors installed on 
industrial machinery can detect 
early signs of wear or imbalance 
and trigger maintenance alerts 
before a potential failure occurs. 
This proactive approach minimizes 
production disruptions, prolongs 
equipment lifespan, and reduces 
downtime costs. According to 
Infosys[10], “Predictive maintenance 
solutions enable cost savings of up 
to 40% over reactive maintenance 
and 8% to 12% over preventive 
maintenance. Additionally, 
predictive maintenance can 
decrease equipment downtime 
by up to 50% while increasing 
machine lifespan by 20%.”

2.	 Robotics and Cobots: Industrial 
robots are no longer confined 
to repetitive tasks. Edge AI 
empowers collaborative robots 
(cobots) with real-time decision-
making, enabling them to adapt to 
dynamic environments alongside 
human workers. This brings 
human-robot collaboration (HRC) 
closer to widespread application, 
with characteristics like:

a.	 Vision-guided assembly: 
Cobots equipped with 
edge-powered computer 
vision adjust grip strength 
and trajectory mid-task, 
handling delicate electronics 
or irregularly shaped 
components with sub-
millimeter precision.

b.	 Autonomous navigation: AGVs 
(Automated Guided Vehicles) 
use LiDAR and edge AI to 
reroute around obstacles, 
reducing collision-related 
downtime significantly.

c.	 Safety enhancements: Edge 
AI monitors human-robot 
interactions, halting machinery 
within milliseconds if a worker 
enters a hazardous zone.

Such advancements democratize 
automation, allowing even small 
manufacturers to deploy cobots for a 
fraction of traditional robotic system 
costs while achieving ultra-high 
accuracy in areas like pick-and-place 
operations.

3.	 Automated Quality Control: The 
demand for flawless production 
and the shift to zero-defect 
manufacturing is driving 
manufacturers to replace error-
prone manual inspections with 
edge AI-powered quality control. 
Edge AI enables real-time, 100% 
inspection through embedded 
computer vision systems that 
analyze every component for 
defects as small as 0.1 millimeters. 
This shift is accelerated by 
synthetic data platforms, which 
simulate defects in virtual 
environments to train AI models 
without physical prototypes. The 
result is a paradigm where defects 
are detected and preemptively 
eliminated, reducing waste and 
aligning with global standards 
like ISO 9001 and zero-defect 
principles such as first-time-right 
(FTR) manufacturing.

By embedding intelligence at the edge, 
Industry 4.0 evolves from automated 
to predictive, enabling the factories 
of tomorrow[12] to preempt challenges 
rather than merely respond to them, 
turning data into foresight and 
resilience into a strategic imperative.
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Overcoming the Challenges of 
Edge AI Adoption: Hardware, 
Algorithms, and Data

The promise of edge AI is undeniable. From enabling 
real-time decision-making to reducing reliance on cloud 
infrastructure, edge AI has the potential to revolutionize 
industries like wearables, medical devices, and industrial 
automation. However, despite its transformative potential, 
widespread adoption of edge AI faces significant challenges 
across three critical areas: hardware limitations, algorithm 
optimization, and dataset availability. These challenges 
often create bottlenecks for developers and businesses 
looking to deploy AI on endpoint and edge devices.

The Hardware Challenge: Power and  
Performance Trade-offs

Edge AI applications demand hardware that can deliver 
high computational performance while operating within 
stringent power constraints. Traditional AI processors, while 
powerful, often consume too much energy to be practical 
for battery-powered devices. This creates a significant 
barrier for applications like wearables, medical sensors, and 
industrial IoT devices, where long battery life and compact 
form factors are non-negotiable.

Ambient Scientific’s GPX10 processor addresses this 
challenge head-on. Leveraging the breakthrough DigAn® 
Analog In-Memory Compute technology, GPX10 delivers 
thousands of times more AI performance at the same 
power consumption—or thousands of times less power 

for the same performance—compared to traditional AI 
hardware. Consuming as little as 100 microwatts of power 
for always-on AI applications, GPX10 enables AI on the 
smallest of devices, unlocking possibilities that were once 
considered nearly impossible.

The Algorithm Challenge: Optimization for 
Edge Devices

Even with the right hardware, developing AI algorithms 
optimized for edge devices remains a daunting task. Edge 
AI models must be lightweight, efficient, and capable 
of running on resource-constrained hardware without 
compromising accuracy. Many developers struggle to strike 
this balance, often spending months refining their models 
to meet the unique demands of edge deployment.

Ambient Scientific simplifies this process with a full-stack 
SDK that supports industry-standard AI frameworks like 
TensorFlow and Keras and comes with an AI model zoo 
with sample AI algorithms for various applications across 
voice recognition, image processing, and sensor fusion. 
Our custom AI compiler means developers are not limited 
to fixed neural network structures but rather empowered 
to create completely custom neural networks for edge 
devices, enabling product and software differentiation for 
product makers.

EDGE AI INSIGHTS: Ambient Scientific
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The Data Challenge: Collecting and Tagging 
Training Datasets

One of the most overlooked yet critical challenges in 
edge AI development is dataset availability. Training AI 
models requires large, high-quality datasets that are 
often difficult and time consuming to collect, especially 
for niche applications. Without the right data, even the 
most advanced algorithms and hardware cannot deliver 
meaningful results.

To address this challenge, Ambient Scientific has developed 
a unique training toolchain that simplifies data collection 
and tagging. Our Development Kit (DVK) allows users to 
easily gather and annotate data directly from onboard 
sensors on the development board or the edge device, 
ensuring that the training dataset is both relevant and 
representative of real-world conditions. This end-to-end 
solution accelerates the development cycle, enabling faster 
time-to-market for edge AI applications.

Enabling the Future of Edge AI

The convergence of hardware, algorithms, and data is 
essential for unlocking the full potential of edge AI. 
Ambient Scientific is uniquely positioned to address these 
challenges with a comprehensive solution that spans the 
entire development stack. From the ultra-low-power GPX10 
processor to our full-stack SDK and training toolchain, we 
provide the tools and technologies needed to bring edge AI 
applications to life.

Whether it’s enabling always-on voice detection in 
wearables, predictive maintenance in industrial systems, or 
real-time health monitoring in medical devices, Ambient 
Scientific is paving the way for a new era of battery-powered, 
cloud-free AI. By solving the critical challenges of edge AI 
adoption, we empower developers and businesses to create 
innovative applications that were once out of reach.
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Smart Agriculture:  
Edge AI as the Catalyst 
for Precision and  
Sustainability

Global agriculture is under immense 
pressure to increase productivity while 
reducing environmental impact, driven 
by climate volatility, labor shortages, 
and the urgent need to produce more 
food with fewer resources. By 2050, 
the world must feed a burgeoning 
9.8 billion people[13] while reducing 
agriculture’s environmental footprint— 
a sector responsible for almost a fifth 

of greenhouse gas emissions[14]. For 
agriculture to become more efficient, 
more profitable, safer, and more 
environmentally friendly, technology 
integration is the best, if not the only, 
way to propel the sector forward.

As a result, concepts like smart 
agriculture, smart farming, and AgTech 
became prominent, encompassing 
technological trends driving the 
agricultural sector today. Precision 
agriculture, autonomous farming, 
and data-driven livestock welfare 
have become leading industry drivers 
by leveraging a transformative 
technology underlying them 

all: edge AI. By processing data 
locally on drones, tractors, and soil 
sensors—and even in remote and 
resource-constrained areas—edge 
AI turns fields into intelligent, self-
optimizing ecosystems. Today, edge 
AI-supported agriculture puts forward 
the following requirements: high-
quality data, suitable algorithms, and 
computing hardware with high energy 
efficiency[15]. That is why researchers, 
startups, and tech companies are 
putting on their thinking caps and 
coming up with edge AI-based 
solutions that are bringing the future 
of smart agriculture closer.

The four major stages of the smart farming cycle (Image Credit: Aetina)[iii]



15

•	 Precision Agriculture: Traditional 
farming relies on uniform 
applications of water, fertilizers, 
and pesticides—a “one-size-
fits-all” approach that wastes 
resources and harms ecosystems. 
Edge AI disrupts this model by 
enabling hyper-localized resource 
management, where every 
plant, soil patch, and livestock 
animal receives tailored care. A 
2024 study in Smart Agricultural 
Technology notes that AI-driven 
precision systems reduce water 
use by 30% and chemical inputs 
by 20% while increasing yields 
by 15%[16]. Edge AI achieves this 
by analyzing multispectral drone 
imagery, soil moisture sensors, 
and weather forecasts in real time, 
delivering millimeter-accurate 
irrigation or micronutrient dosing. 
For instance, AI models trained 
on edge devices can distinguish 
crop rows from weeds with up to 
95% accuracy[17], enabling targeted 
herbicide applications that 
preserve soil health. This precision 
is both efficient and regenerative, 
aligning with global standards 
like the EU’s Farm to Fork strategy 
to halve nutrient loss and cut 
pesticide usage by 20% by 2030[18].

•	 Autonomous Farming: The global 
agricultural workforce is shrinking 
rapidly, with the average farmer’s 
age closing in on or exceeding 60 
years old[19,20]. Coupled with rising 
labor costs, these challenges 
are driving the demand for and 
adoption of autonomous farming 
systems. Ranging from self-driving 
tractors to robotic weeders, 
these edge AI-powered systems 
operate independently of human 
intervention, transforming how 
farms manage labor-intensive 

tasks. Edge AI enables real-
time decision-making at the 
source, allowing autonomous 
machinery to navigate fields, 
adapt to terrain changes, and 
avoid obstacles without relying on 
cloud connectivity. For example, 
robotic weeders equipped 
with edge-powered computer 
vision can identify and remove 
invasive plants with centimeter-
level precision, eliminating the 
need for chemical herbicides[21]. 
Similarly, fleets of drones 
coordinated by edge AI can plant 
seeds, monitor crop health, and 
apply micronutrients, reducing 
labor costs, especially in remote 
regions. These advancements 
are not limited to industrial-
scale farms. Solar-powered edge 
devices and lightweight robots 
are democratizing automation, 
enabling smallholders to 
automate tasks like planting, 
pruning, and fruit picking at a 
fraction of traditional machinery 
costs.

•	 Livestock Management and 
Sustainability: Edge AI enables 
real-time livestock health 
monitoring and behavioral 
analysis without relying on 
manual inspections or RFID tags. 
Computer vision and biometric 
tracking identify and monitor 
animals individually, ensuring 
accurate record-keeping and 
seamless herd management 
across large farms. AI-powered 
behavioral analysis detects 
deviations in movement, feeding, 
and social interactions, flagging 
early signs of illness or distress[22]. 
Farmers can intervene before 
issues escalate, reducing disease 
outbreaks and improving overall 

herd health. By processing 
data locally, edge AI provides 
instant insights on weight loss, 
lameness, or abnormal breathing 
patterns, allowing for precise, 
timely veterinary care. Automated 
adjustments to feeding schedules, 
environmental conditions, and 
reproductive tracking further 
optimize livestock productivity 
while minimizing resource waste. 
Beyond health monitoring, edge 
AI contributes to traceability 
by integrating with IoT and 
blockchain systems, ensuring 
compliance with food safety 
regulations and strengthening 
supply chain transparency.

By processing data at the source, farms 
can operate independently of volatile 
labor markets and cloud infrastructure, 
ensuring resilience against climate 
shocks and supply chain disruptions. 
Looking forward, farms that adopt 
edge AI will lead the transition to 
Net-Zero Agriculture, where every input 
is optimized, every output is circular, 
and sustainability is the baseline. 
For agribusinesses, the question isn’t 
whether to adopt edge AI but how 
swiftly they can transform data into 
actionable foresight.

The Next Era of Health-
care: Personalized, Pre-
dictive, and Real-Time

Global healthcare systems are buckling 
under the dual pressures of aging 
populations and rising chronic disease 
burdens. By 2030, 1 in 6 people 
worldwide will be over 60, with 80% 
of older adults managing at least 
one chronic condition[23]. At the same 
time, diagnostic errors contribute to 
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10% of patient deaths and 6–17% 
of hospital complications[24]. Edge AI 
is emerging as the critical enabler 
of a paradigm shift from reactive 
treatment to preventive, personalized, 
and decentralized care. By processing 
data locally on wearables, imaging 
devices, and ambient sensors, edge 
AI delivers real-time insights without 
compromising patient privacy or 
relying on fragile cloud infrastructure. 
Such technology deployment is 
enabling trends like remote care, faster 
diagnostics, and real-time patient 
monitoring, which are shaping the 
future of healthcare across the world.

1.	 Remote Patient Monitoring: 
Chronic diseases like diabetes, 
hypertension, and heart failure 
account for no less than 86% 
of US healthcare costs (CDC)[25]. 
Traditional monitoring, including 
periodic clinic visits and manual 
vital checks, fails to capture 
critical fluctuations between 
appointments. Edge AI bridges 
this gap by enabling continuous, 
context-aware monitoring outside 
of hospitals. The rise of AI-
powered wearable devices, smart 
homes, and telemedicine has 
expanded healthcare to homes, 
workplaces, and care facilities. 
Devices powered by ultra-
low-power AI chips, like those 
developed by Ambiq, track vital 
signs such as heart rate, oxygen 
levels, and body temperature, 
enabling real-time health 
assessment[26]. These systems 
reduce the burden on hospitals 
by allowing early intervention 
before conditions escalate. 
Similarly, edge AI-driven sensors 
embedded in smart home systems 
detect abnormal patterns in 
elderly patients, such as irregular 

movement or prolonged inactivity. 
AI-enhanced fall detection devices 
provide immediate alerts, helping 
caregivers respond in time to 
prevent severe injury[27].

2.	 AI-Driven Symptom Identification 
and Early Diagnostics: Diagnostic 
errors affect at least 1 in 20 US 
adults annually[28], often due to 
subjective symptom interpretation. 
Edge AI tackles this by embedding 
diagnostic intelligence into 
point-of-care devices, bringing 
diagnostics directly to the patient 
and allowing real-time symptom 
analysis and early disease 
detection. For instance, portable 
ultrasound devices with edge AI 
help diagnose cardiac anomalies 
in rural clinics, bypassing the need 
for specialist referrals. Edge AI in 
radiology and medical imaging 
accelerates disease detection by 
instantly analyzing X-rays, MRIs, 
and CT scans. These AI models 
improve workflow efficiency by 
prioritizing urgent cases and 
flagging anomalies for further 
examination. On the front lines, 
mobile diagnostic tools assist 
medical workers in identifying 
symptoms of infectious diseases. 
These tools process patient 
data in real time, reducing the 
need for lab-based testing in 
remote or resource-constrained 
environments.

3.	 Predictive Healthcare and 
Preventative Medicine: Predictive 
analytics in healthcare is shifting 
treatment models from reactive 
to proactive. Edge AI enables 
this by continuously analyzing 
patient data, identifying risks, and 
facilitating early intervention. AI-
powered devices tailor treatments 

based on patient-specific data, 
optimizing medication dosage, 
therapy plans, and lifestyle 
recommendations. By leveraging 
local data processing, these 
systems adjust in real time, 
reducing side effects and 
improving outcomes. Machine 
learning models trained on 
real-time sensor data can detect 
early indicators of conditions 
like diabetes, hypertension, heart 
disease, and sepsis. For instance, 
sensors in hospital beds can 
detect sepsis early by monitoring 
body temperature, heart rate 
variability, and respiratory rate, 
flagging sepsis risks up to 6 hours 
earlier than traditional methods[29]. 
Furthermore, by analyzing patterns 
and predicting deterioration, edge 
AI helps healthcare providers 
implement preventative measures 
before hospitalization becomes 
necessary. Edge AI is streamlining 
hospital operations by optimizing 
resource allocation, predicting 
patient admission trends, and 
automating administrative tasks. 
AI-driven scheduling tools reduce 
patient wait times, while smart 
hospital systems dynamically 
manage equipment usage, 
improving efficiency and reducing 
costs.

By embedding intelligence directly into 
medical devices, wearables, and hospital 
infrastructure, edge AI can redefine the 
speed, accuracy, and accessibility of 
healthcare. Faster diagnostics, real-
time patient monitoring, and predictive 
healthcare solutions are converging 
to create a more responsive, efficient, 
and personalized medical ecosystem 
and ensure better patient outcomes 
and smarter, more sustainable medical 
practices.
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Chapter II:
The Role of Edge AI 
in Transforming  
Industry Trends

In 2018, Gartner predicted that by 
2025, 75% of enterprise-generated data 
would be created and processed outside 
a traditional centralized data center or 
cloud[30]. Today, we are not that far from 
that. With AI taking 2024 by storm, the 
momentum going into 2025 has never 
been stronger for more data processing 
shifting to the network edge.

“Agentic will be the word of the year 
in 2025,’ said John Roese of Dell 
Technologies in his 2025 predictions 
with Forbes. But more importantly, he 
explains that the true potential of AI 
can be found when connected with 
other emerging technologies, such 
as the intelligent edge[31]. And that is 
true. Today, we see a paradigm shift in 
how AI models are being deployed on 
edge devices and in edge architectures 
to make decisions in real time across 
various sectors.

This shift from so-called “isolated 
monolithic workloads” to end-to-
end full-stake edge solutions is 
influenced by the need for effective, 
adaptable, and scalable edge 
environments capable of leveraging 
seamless interconnectivity and data 
movement across edge, core, and 
cloud infrastructures. That is why 
a rise in lightweight virtualization 
and containerization platforms is 
taking place to meet the demands 
of AI deployments at the edge. This 
is strongly supported by market 
sentiment: A 2024 survey showed 
that nine in ten professionals in IT, 
OT, and DevOps organizations believe 
more consistent edge application and 
infrastructure management would 
benefit them[32]. The global edge AI 
market is also showing strong signs of 
growth, as it is projected to reach USD 
84 billion by 2033, growing at a CAGR 
of 17.53% from 2025[33].

Edge AI is transforming how industries 
collect, process, and act on data at 
the source. By reducing reliance on 
centralized systems, edge computing 
allows real-time decision-making, 
fueling everything from autonomous 
vehicles to predictive maintenance 
in manufacturing. This synergy of 
AI and edge technology empowers 
organizations to harness valuable 
insights faster, cut costs, and safeguard 
sensitive information. This chapter 
delves into how edge AI drives these 
industry shifts and spotlights key 
sectors that stand to gain the most. 
We will cover how real-time data 
analysis, localized model deployment, 
and emerging best practices converge 
to reshape automotive, manufacturing, 
retail, and beyond. 
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Enabling Instant  
Intelligence: The Role 
of Real-Time Edge AI  
in Industry

Edge AI today has gone beyond 
on-device analytics to become a 
driving force that enables immediate, 
high-impact decisions across various 
sectors. The rapidly increasing global 
adoption of edge AI technologies 
underlines the growing momentum 
behind real-time data processing 
and localized intelligence. Today, the 
market is witnessing an increase in 
demand for low-latency, real-time 
processing, especially across the 
automotive, manufacturing, and smart 
cities sectors[34].

In autonomous vehicles, where 
cameras now push into gigapixel 

resolution, and LiDAR systems can fire 
millions of points per second, edge AI 
speeds up reaction times and bolsters 
safety[35]. For example, Waymo has 
expanded simulation training and 
evaluations to handle rare edge cases 
effectively[36]. At the same time, Li Auto 
expects its end-to-end model to learn 
from over 5 million driving data clips 
by this year’s end[37]. Similarly, with the 
AI manufacturing market forecast to 
grow, real-time edge AI capabilities 
have become a linchpin for boosting 
efficiency and minimizing downtime.

Picture a busy factory floor; intelligent 
sensors immediately flag heat spikes 
or mechanical stress, allowing 
teams to prevent disruptions before 
escalating. Drawing inspiration from 
the automotive sector, NIO’s NWM (NIO 
World Model) demonstrates the power 
of ultra-fast AI predictions. Similarly, 
edge AI-based analytics can detect 

micro-defects on production lines with 
remarkable precision.

By combining speed, reliability, and 
on-device intelligence, real-time 
data processing transforms standard 
practices for autonomous vehicles and 
industrial operations, paving the way 
for a more adaptive, efficient future 
across the board.

Comparison of cloud computing and edge computing (Image Credit: H. Zhao)[iv]
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Why Real-Time Edge AI 
Matters in Autonomous 
Vehicles

Autonomous vehicles (AVs) are 
estimated to process approximately 11 
to 152 terabytes of sensor data daily[38]. 
AV operations are managed through 
sophisticated sensor fusion, integrating 
data from LiDAR, radar, cameras, and 
GPS systems directly onboard. This 
localized processing architecture 
addresses three fundamental 
challenges:

In 2024, the automotive industry 
prioritized edge AI hardware upgrades, 
such as Qualcomm’s Snapdragon Ride 
Flex SoCs, integrating 5nm process 
nodes to process 150 TOPS (tera 
operations per second) locally[39]. These 
systems reduced reliance on cloud 
relays to achieve sub-50ms response 
times for collision avoidance, which is 

critical for handling sudden pedestrian 
crossings or highway debris.

Interestingly, The 5G Automotive 
Association’s (5GAA) updated cellular-
vehicle-to-everything (C-V2X) 
technology roadmap emphasized 
hybrid V2X architectures that 
combined edge processing with 
5G-V2X Direct Communication. This 
allows AVs or semi-AVs to maintain 
safety functions (e.g., lane-keeping, 
adaptive cruise control) even in 
cellular dead zones[40]. Recent 
advancements in edge AI hardware 
and sensor fusion algorithms enabled 
autonomous vehicles to reduce 
decision-making latency by 30–40%, 
achieving response times as low as 
20–50 milliseconds.

For instance, Innoviz’s 2024 LiDAR 
upgrades incorporated edge-optimized 
neural networks to process point-
cloud data at 20 frames per second, 

minimizing delays in obstacle 
detection[41]. Similarly, a Nature study 
highlighted multi-sensor fusion 
frameworks using DenseNet and YOLO 
V7 models, which improved real-
time object tracking accuracy by 11% 
compared to existing techniques and 
in low-visibility conditions[42]. Such 
examples emphasize that integrating 
data from edge devices like cameras, 
LiDAR, and radar enhances perception 
reliability, enables safe navigation, and 
helps self-driving vehicles take one 
step further toward actualization.

How Edge AI is Enabling 
Advanced Manufacturing

Advanced manufacturing lines can 
generate substantial amounts of data 
daily, depending on the complexity of 
operations and sensor deployment. A 
recent article from control engineering 
showed that smart factories generate 

Snapdragon Ride Flex SoCs (Image Credit: Qualcomm)[v]



20

more than 5 petabytes a week[43]. 
Edge AI systems can process this 
information locally, delivering 
instantaneous insights and automated 
responses. Edge AI’s impact is evident 
in three critical areas: predictive 
maintenance, quality control systems, 
and process optimization.

Predictive maintenance systems 
leveraging real-time sensor data 
analysis have been reported to reduce 
maintenance costs by up to 30% and 
decrease downtime by up to 45%[44].  
By continuously monitoring equipment 
performance, edge AI algorithms can 
detect subtle anomalies and potential 
failures before they occur, enabling 
proactive maintenance scheduling and 
minimizing unexpected downtime. 
A 2025 research study out of India 
showed how IoT-driven advanced 
predictive maintenance systems can 
reinforce maintenance strategies in 
industrial settings. By integrating 

advanced ML techniques with IoT 
technologies, the researchers were 
able to notably enhance predictive 
accuracy and operational efficiency, 
outperforming conventional predictive 
maintenance methods by almost 40% 
in Mean Error Percentage reduction[45]. 
In other words, such an integration 
would make nearly 40% fewer 
mistakes in predicting equipment 
failures compared to older methods. 
This improvement leads to more 
accurate forecasts, allowing for timely 
maintenance and reducing unexpected 
equipment breakdowns. Such 
improvements are why manufacturers 
are increasingly adopting predictive 
maintenance; a recent McKinsey 
report has projected a sharp increase 
in predictive maintenance adoption 
within this decade to reach up to 55% 
or even 70%[46].

On the quality front, edge AI enhances 
quality control through real-time 

inspection and defect detection. For 
instance, a major food and beverage 
manufacturer deployed Vision AI 
at the edge for quality inspection 
and closed-loop quality control. 
This system continuously monitors 
product variances and recommends 
equipment setting adjustments, 
improving inspection cycle times by 
50-75% and enhancing accuracy[47]. AI 
is increasingly embedded in industrial 
control systems to improve process 
efficiency and reduce the need for 
constant operator monitoring. As 
such, edge AI embedded in robots, 
sensors, and cameras enables real-time 
anomaly detection, root cause analysis, 
and immediate corrective action, 
reducing waste and rework.

In addition, process optimization 
through edge AI has demonstrated 
remarkable efficiency gains. 
Manufacturing operations utilizing 
edge computing have reported 

Predictive maintenance architecture enabled by edge AI (Image Credit: Copernilabs)[vi]



21

significant reductions in data ingestion 
time for commercial analytics. Building 
on this concept, manufacturers now 
integrate localized AI for process 
optimization, reducing data ingestion 
time for analytics, monitoring resource 
utilization, and adapting production 
schedules in real time.

Case Study: Stream Analy-
ze’s Edge AI Implementa-
tion in Manufacturing

In this case study, Stream Analyze 
demonstrated the integration of edge 
AI in manufacturing by improving 
quality assurance processes through 
real-time, on-site data analysis[48]. 

Faced with the need for faster, more 
reliable decision-making capabilities, 
an automotive manufacturer was 
seeking a robust solution to improve 
the accuracy and efficiency of its 
quality assurance processes. By 
implementing an edge AI solution, they 
managed to enhance product quality, 
boost operational efficiency, and 
maintain stringent security protocols.

Implementation Highlights

•	 Real-time Data Processing: By 
deploying AI models directly 
onto manufacturing lines using 
accessible hardware like the 
Raspberry Pi, Stream Analyze 
enables immediate production 

data analysis, facilitating prompt 
decision-making and rapid 
response to quality issues.

•	 Automated Quality Control: The 
system automates the inspection 
process, identifying defects and 
inconsistencies without human 
intervention, thereby reducing the 
likelihood of errors and ensuring 
consistent product quality.

•	 Data Security and Efficiency: 
Processing data locally on the 
device ensures that sensitive 
information remains secure, 
eliminating the need for data 
transmission to external servers. 
This approach also reduces data 

Quality assurance and defect detection using edge AI (Image Credit: LatentAI)[vii]
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Stream Analyze Edge AI System (Image Credit: Stream Analyze)[viii]

delay and storage costs, enhancing 
operational efficiency.

Key Improvements

•	 Increased Inspection Speed: The 
implementation resulted in a 100-
fold improvement in inspection 
speed, significantly accelerating 
the production process and 
reducing bottlenecks.

•	 Enhanced Data Security: The 
system ensures complete 
data security by keeping data 
processing on-device, mitigating 
data breaches and unauthorized 
access risks.

•	 Cost Savings: Eliminating 
additional data storage 
requirements led to cost 
savings, as there was no need 
for investment in external data 
storage solutions.

Stream Analyze’s solution emphasizes 
how integrated edge AI drives 
operational efficiency, accelerates 
production timelines, and protects 
sensitive data within factory walls.

The Power of  
Localized AI: Faster  
Decisions, Stronger  
Security, Smarter  
Operations
Unlike traditional AI deployments that 
require constant cloud connectivity, 
localized AI operates within defined 
environments, ensuring faster 
response times, enhanced security, and 
reduced operational costs. This shift 
is particularly critical in industries 
where latency, data privacy, and 
network reliability are major concerns. 
Custom localized AI models represent 
a strategic shift in edge computing 
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architecture, where AI systems are 
engineered explicitly for deployment 
within defined geographical or 
operational boundaries.

In financial services, for example, 
banks process millions of transactions 
per second, making fraud detection 
and risk assessment highly dependent 
on real-time AI inference. With the 
average cost of a financial data breach 
reaching an average of USD 5.17 
million per incident[49], institutions 
are integrating localized AI models to 
identify anomalies instantly, reducing 
exposure to cyber threats. Instead of 
transmitting sensitive financial data to 
external servers, AI models deployed 
within branch networks or ATMs detect 
suspicious activities in milliseconds, 
preventing fraud before transactions 
are finalized.

The impact of localized AI models 
can also be seen across many other 
industries, including automotive, 
manufacturing, and agriculture. Below, 
we explore how localized AI reshapes 
the healthcare and retail sectors with 
urgency and precision.

Healthcare and Diagnos-
tics: From Reactive to Pre-
dictive and Personalized

In healthcare, localized AI is 
accelerating diagnostics and improving 
patient outcomes by processing 
medical data directly at the point of 
care. For example, edge AI-powered 
remote patient monitoring devices 
like portable ECG and blood pressure 
monitors can analyze heart rhythms 
and vital signs in real time. These 
devices, such as those developed by 

Alive Cor[50] and Biobeat[51], enable 
clinicians to detect arrhythmias and 
other abnormalities without waiting 
for cloud-based analysis, cutting 
response times in critical situations. 

Beyond diagnostics, localized AI 
enhances data security by encrypting 
patient information at the source, 
mitigating risks associated with cloud-
based storage and transmission. Major 
hospitals are integrating AI-powered 
encryption within their infrastructure 
to maintain HIPAA compliance while 
ensuring uninterrupted access to 
critical health data[52].

Edge AI-based wearable biosensors for patient monitoring 
(Image Credit: Saifuzzaman, M. et al.)[ix]
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Digital Health at the Edge: 
A Vision for Remote Patient 
Monitoring

Healthcare is shifting to meet patients where they are, at 
home and in their daily lives. This change is stimulated 
by aging populations, a global shortage of healthcare 
professionals, and the growing demand for personalized 
care. Ambiq, a leader in ultra-low-power semiconductor 
solutions for edge AI,  is leading this shift with innovative 
solutions in remote patient monitoring (RPM) and body-
worn AI, setting a new benchmark for secure, energy-
efficient, intelligent edge devices.

Tackling Sector-Wide Challenges with  
Body-Worn AI

RPM is changing how healthcare is delivered, helping 
patients stay safe at home and easing the load on 
overwhelmed healthcare systems. But its success hinges on 
solving two key challenges: making devices easy to use and 
addressing privacy concerns. Patients may forget to charge 
their devices or find bulky wearables inconvenient, while 
the thought of being monitored through intrusive video 
systems discourages adoption.

Ambiq’s Apollo510 microcontroller addresses critical 
challenges in powering edge AI by enabling body-worn 
devices to operate seamlessly and securely. Leveraging 
advanced millimeter-wave radar technology, these devices 
can detect falls, monitor heart rates, and assess room 
activity without capturing sensitive visual information. 

This non-invasive approach prioritizes user privacy while 
delivering meaningful and actionable health insights. 
Moreover, by processing data locally at the edge, the 
Apollo510 empowers devices to minimize dependence on 
cloud connectivity, thereby reducing latency, cutting costs, 
and enhancing overall system reliability.

Ambiq’s focus on real-world usability sets its solutions 
apart. The Apollo510 powers smaller, lightweight devices 
that are comfortable to wear and require less frequent 
charging, making them practical for everyday use. By 
designing with patients in mind, Ambiq improves adoption 
rates and strengthens trust in the technology.

The Apollo510 MCU: A Game-Changer in 
Digital Health

At the heart of Ambiq’s innovation, the Apollo510 is a 
microcontroller purpose-built to meet the demanding 
needs of digital health applications. Known for its 
groundbreaking “10x efficiency” advantage, it delivers up to 
90% energy savings compared to similar technologies. This 
allows health monitoring devices to perform more complex 
tasks without sacrificing battery life, making it ideal for 
RPM devices and other wearable applications.

The Apollo510 combines power efficiency with robust 
performance. Its Arm® Cortex®-M55 CPU with Arm 

EDGE AI INSIGHTS: Ambiq
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Helium™ technology enables processing speeds up to 
250 MHz, delivering up to 10 times better latency than its 
predecessor. Enhanced memory capabilities (4 MB of non-
volatile memory and 3.75 MB of SRAM) facilitate real-time 
data processing and storage, ensuring devices can analyze 
complex datasets directly on the device. This combination 
of high performance and ultra-low power consumption 
enables manufacturers to develop smarter, longer-lasting 
healthcare solutions.

Ambiq’s proprietary Subthreshold Power Optimized 
Technology (SPOT®) further ensures efficiency and 
reliability. By optimizing power consumption at the 
transistor level in real time, SPOT® enables the Apollo510 
to deliver stable performance across various operating 
conditions, from wearables to embedded systems in cars  
or homes.

Privacy and Security by Design

In digital health, trust starts with keeping patient 
data private and secure. The Apollo510 integrates the 
secureSPOT® platform and Arm TrustZone® technology 
to provide a trusted execution environment, ensuring that 
sensitive health data remains protected. By processing 
information locally and transmitting only encrypted, 
minimal datasets, Ambiq significantly reduces attack 
surfaces while complying with stringent healthcare 
regulations.

This approach is evident in applications such as speech 
pattern analysis for early dementia detection. By analyzing 
data locally, the Apollo510 ensures patient confidentiality 
while delivering critical insights. This capability builds trust 
among users and healthcare providers, addressing privacy 
concerns that often hinder RPM adoption.

Enabling a Smarter Healthcare Ecosystem

Ambiq’s vision extends beyond individual devices to a 
broader ecosystem of interconnected healthcare solutions. 
Its technologies pave the way for integration with smart 
homes and buildings, enabling seamless, secure health 
monitoring in everyday environments. While millimeter-
wave radar can monitor room activity and detect irregular 
behaviors, Ambiq’s emphasis on privacy and usability 

ensures these solutions are designed for real-world 
adoption.

Applications like hearing aids further demonstrate Ambiq’s 
transformative impact. The Apollo510 enables hearing 
aids to adapt to environmental contexts, filter background 
noise, and implement cutting-edge features like semantic 
hearing, intelligently isolating and enhancing specific 
voices in noisy settings. These innovations improve user 
experiences and set the stage for future advancements in 
healthcare technology.
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Edge AI in Retail:  
Enhancing Operations, 
Personalization, and  
Security

Using localized processing, edge AI 
is transforming the retail sector by 
optimizing in-store operations and 
enhancing customer experiences 
through real-time behavioral 
analytics. AI-driven smart shelves and 
checkout systems process customer 
interactions locally, analyzing 
purchasing patterns and adjusting 
inventory forecasts without relying on 
cloud synchronization. Retailers are 
deploying AI-powered video analytics 
to detect anomalies in foot traffic, 
monitor stock levels, and reduce 
checkout times, leading to increased 
efficiency and reduced operational 
costs.

On the operational front, AI-based 
optimization is already showing 
promise going into 2025 with solutions 
like autonomous checkout systems. 
AI-powered computer vision now 
enables fully contactless transactions, 
reducing average checkout times by up 
to 30%[53]. Retailers like Amazon Fresh 
use shelf-mounted cameras or trolley-
mounted cameras to automatically bill 
customers as they exit or provide real-
time spending previews.

In terms of customer experience 
enhancements, edge AI provides 
behavior-driven personalization by 
analyzing in-store movement patterns 
(via 3D LiDAR sensors) and purchase 
history to deliver hyper-targeted 
promotions. For example, a customer 
lingering in the skincare aisle receives 
instant mobile coupons for their 
preferred brands. Moreover, retailers 
are implementing AI-enabled dynamic 

pricing displays, where digital shelf 
labels adjust prices in real time based 
on different factors like demand 
signals. About a third of e-commerce 
companies today are using dynamic 
pricing strategies, which has also 
been met with acknowledgment from 
consumers; 7 in 10 consumers are 
happy to see dynamic pricing as long 
as they perceive the pricing to be 
transparent and fair[54]. 

Retail theft and inventory shrinkage 
remain pressing challenges, costing 
retailers in the US, for example, over 
$31 billion annually[55]. Traditional 
surveillance systems rely on manual 
monitoring, making it difficult for 
security personnel to detect theft in 
real time across large retail spaces. 
Edge AI-powered video analytics 
transform loss prevention by enabling 
real-time threat detection without 
cloud dependence. AI algorithms 
analyze camera feeds locally, 
identifying suspicious behaviors 
such as fidgeting, unusual movement 
patterns, or repeat offender presence 
through facial recognition watchlists. 
Immediate alerts allow security teams 
to respond proactively, preventing 
losses while maintaining an open 
shopping environment. Additionally, 
AI-enabled drones and automated 
inventory tracking reduce human error 
in stock management, ensuring better 
control over shrinkage. By integrating 
edge AI into retail security strategies, 
businesses can minimize theft-related 
losses while streamlining security 
operations with greater efficiency and 
accuracy.

Case Study: Amazon Go’s 
Edge AI Implementation

Amazon’s Just Walk Out (JWO) system 
is a prime example of retail-focused 
edge AI, integrating sensor arrays, 
on-device analytics, and an advanced 
ML model[56]. It demonstrates the 
integration of Edge AI to create a 
seamless, cashier-less shopping 
experience at scale. All computations 
are processed locally on custom edge 
hardware, enabling real-time decision-
making by processing data locally and 
enhancing customer convenience and 
operational efficiency.

Implementation Highlights

•	 Just Walk Out Technology: Amazon 
Go utilizes a combination of 
computer vision, sensor fusion, 
and deep learning algorithms to 
monitor customer interactions 
with products. This system tracks 
when items are taken from or 
returned to shelves, allowing 
customers to simply pick up 
products and leave the store 
without traditional checkout 
processes.

•	 Edge Computing Infrastructure: 
The technology relies on edge 
computing to process real-
time data from in-store sensors 
and cameras. By performing 
computations locally, the system 
reduces latency and ensures 
immediate updates to virtual 
shopping carts, providing a 
frictionless shopping experience.

•	 Advanced AI Models: Amazon has 
enhanced the system’s accuracy by 
implementing transformer-based 
machine learning models. These 
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Amazon’s JWO Receipt Generation using Edge AI 
(Image credit: Amazon)[x]

models analyze data from various 
sensors simultaneously, improving 
the system’s ability to handle 
complex shopping scenarios and 
making it more adaptable to 
different store layouts.

Key Improvements

•	 Enhanced Customer Experience: 
The cashierless model eliminates 
checkout lines, reducing 
wait times and streamlining 
the shopping process. This 
convenience has been well-
received by customers, 
contributing to increased 
satisfaction and repeat visits.

•	 Operational Efficiency: By 
automating the checkout process, 
Amazon Go stores can operate 

with fewer staff dedicated 
to cashier duties, allowing 
employees to focus on other areas 
such as customer service and store 
maintenance.

•	 Scalability: Using edge computing 
and advanced AI models enables 
Amazon to deploy this technology 
across various store formats 
and locations, demonstrating its 
scalability and adaptability in retail.

Amazon Go’s implementation of Edge 
AI showcases how localized data 
processing can revolutionize retail 
operations, offering valuable insights 
for industry leaders and technology 
developers aiming to enhance customer 
experiences and operational efficiencies 
through advanced technologies.
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Enhancing Security and  
Safety with Edge AI  
Efficiency

Edge AI applications demand high accuracy and real-time 
performance while operating within strict computational 
constraints. Axelera AI’s Metis AI Processing Unit addresses 
these challenges by enabling multi-model inference 
workflows that optimize resource utilization without 
sacrificing precision. A prime example of this capability lies 
in security applications where object detection is critical; 
high-security environments, such as airports, require image 
classification and object detection, but traditional methods 
often struggle to balance resolution and processing 
efficiency. This is where Metis AI Processing Unit (AIPU)  
can be a game-changing solution.

The Challenge: Detecting Small or  
Concealed Threats

In security screening, 4K cameras capture high-resolution 
footage to identify potential threats. However, most AI 
systems downscale input frames to 640x640 resolution 
to reduce computational overhead. While this allows 
real-time processing, critical details such as partially 
obscured objects (or even small weapons) could be lost. For 
instance, a compact firearm in a crowded baggage scan or a 
concealed blade on a person might go undetected at lower 
resolutions. Increasing resolution across the entire frame 
would require prohibitively large models or excessive 
compute power, making edge deployment impractical.

Metis AIPU’s Multi-Model Approach:  
Precision Without Compromise

Axelera AI’s Metis AIPU solves this problem through a 
layered inference strategy of computer vision workloads 
at the edge. In an object detection scenario, the system 
leverages three concurrent models running on a single 
Metis chip:

•	 Base Object Detection (YOLOv8): Performs object 
detection on the image to identify additional objects 
of interest (e.g., luggage). This model runs in parallel 
to the cascaded models doing the pose estimation and 
segmentation.

•	 Pose Estimation (YoloV8-pose): Detects human figures 
and tracks body posture to identify regions of interest 
(ROIs) in the high-resolution image.

•	 High-Resolution Segmentation (YoloV8-seg): Runs 
as a cascaded model, receives the ROIs from pose 
estimation to perform instance segmentation at the 
original 4K resolution to detect objects of specific 
classes (e.g., weapons) associated with human subjects.

By dynamically focusing computational resources on 
high-risk zones, the system maintains the efficiency of 
low-resolution processing while retaining the granularity 
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needed to detect small or obscured threats. The Metis AIPU’s 
architecture—featuring four independent AI cores, each 
delivering at least 52 TOPS—enables parallel execution of 
these models. Two cores handle pose estimation, one runs 
segmentation, and the fourth manages base detection, 
ensuring real-time performance without bottlenecks.

Scalable Applications Beyond Security

The same methodology applies to other application areas 
such as personal protective equipment (PPE) compliance 
monitoring in industrial or laboratory settings. Here, the 
system could:

•	 Use pose estimation to identify workers in a frame.

•	 Apply high-resolution ROI crops to inspect gloves, 
goggles, or helmets at pixel-level detail.

•	 Flag non-compliance in real time, even in crowded or 
dynamic environments.

Traditional systems relying solely on low-resolution object 
detection might miss improperly worn PPE (e.g., a face 
mask worn below the nose). By combining pose data with 
localized high-resolution analysis, the Metis AIPU ensures 
precise verification without requiring oversized models or 
external cloud processing.

Why This Matters for Edge AI Engineers

Axelera AI’s approach demonstrates how flexible 
hardware design can overcome edge computing’s inherent 
limitations. The Metis AIPU eliminates the need to choose 
between resolution and efficiency, enabling engineers to:

1.	 Maximize existing camera hardware without 
sacrificing performance: Leverage high-definition 4K 
video feeds without down sampling

2.	 Reduce latency: Parallel model execution avoids 
sequential processing delays.

3.	 Lower deployment costs: A single chip replaces 
multiple devices, simplifying system integration.

For engineers designing edge AI solutions, this capability 
is particularly valuable in scenarios where false negatives 
carry high risks, such as security breaches or workplace 
safety violations. The Metis AIPU’s ability to run diverse 
models concurrently also future-proofs deployments, 
allowing systems to adapt to evolving threats or regulatory 
requirements through software updates rather than 
hardware overhauls.

Axelera AI’s Metis AIPU redefines edge AI efficiency by 
enabling intelligent resource allocation. By combining 
coarse-grained detection with targeted high-resolution 
analysis, the platform addresses a key pain point in 
object detection: preserving accuracy in complex, real-
world environments. Whether applied to airport security, 
industrial safety, or similar high-stakes use cases, the Metis 
AIPU provides a scalable, cost-effective framework for 
engineers to deploy robust AI solutions at the edge.
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Scalability and Flexibi-
lity: Edge AI’s Adaptive 
Framework
As industries evolve, AI systems must 
scale efficiently, handling more devices, 
processing greater data volumes, 
and expanding across new locations 
without compromising performance. 
Edge AI provides this adaptability 
by distributing intelligence across 
networks, ensuring seamless expansion 
while maintaining real-time insights. 
Whether managing thousands of IoT 
devices in supply chains or optimizing 
vast agricultural landscapes, Edge AI 
enables scalable, high-performance 
computing where it’s needed most.

Scaling Intelligence  
Across Logistics Networks 
Through IoT

Modern supply chains depend on 
real-time visibility and rapid decision-
making to mitigate disruptions and 
optimize resource allocation. Edge AI, 

integrated with IoT sensors, enhances 
these capabilities by processing 
logistics data directly at distribution 
centers, warehouses, and transport hubs. 
Instead of transmitting vast amounts 
of information to centralized servers, 
smart sensors analyze temperature 
fluctuations, motion anomalies, and 
stock shortages on-site, triggering 
instant alerts when deviations 
occur. This localized intelligence 
helps logistics teams prevent costly 
bottlenecks, reduce downtime, and 
improve asset utilization.

Edge AI enables organizations to 
dynamically deploy and scale AI 
capabilities, from individual edge 
devices to enterprise-wide systems, 
while maintaining consistent 
performance and security standards. 
Edge AI architecture offers flexibility 
through horizontal scaling (adding more 
devices), vertical scaling (enhancing 
processing power), and geographical 
scaling (distributed deployments). This 
multi-dimensional approach allows 
organizations to adapt their edge AI 
implementations based on specific use 

cases, regulatory requirements, and 
performance demands. It also supports 
standalone edge deployments and 
hybrid models that integrate with 
existing cloud infrastructure, providing 
a foundation for sustainable digital 
transformation initiatives.

For example, organizations like 
P&O Ferrymasters have optimized 
cargo capacity by 10% using AI-
powered vessel loading procedures[57], 
maintaining real-time visibility across 
their supply chain. Additionally, AI-
driven forecasting has contributed to a 
20% reduction in conversion expenses, 
with improved labor productivity 
accounting for 70% of these savings[58]. 
By deploying multi-node edge AI 
frameworks, companies can expand 
their operations seamlessly, rolling 
out AI-driven logistics solutions 
across distribution centers without 
overburdening cloud networks. 
The ability to scale horizontally 
and vertically makes Edge AI an 
indispensable tool for supply chain 
resilience. 

Benefits of edge AI-powered IoT in scaling supply chain management (Image Credit: appinventiv)[xi]
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Edge AI in 2025:  
Scalability, Efficiency,  
and Real-World Impact

The evolution of edge AI stems from two parallel 
advancements: rising compute density at the edge and 
model miniaturization. Over the next few years, these 
trends will enable complex intelligent systems on 
resource-constrained devices. From advanced computer 
vision on microcontrollers (MCUs) to generative AI 
applications, edge-native models will increasingly operate 
in tandem, solving multifaceted problems without relying 
on cloud infrastructure. These systems will be further 
refined by advancements in data efficiency: automated 
labeling, active learning, and semi-supervised techniques 
powered by foundation models and generative AI 
will reduce reliance on manually annotated datasets. 
Synthetic data generation and AI-driven augmentation 
will enable robust training across edge environments, 
even with sparse real-world data. The future of edge AI 
lies in interconnected networks of specialized algorithms 
optimized for specific tasks. Enabled by in-context (zero-
shot) learning, these on-device models can be reconfigured 
to adapt to new scenarios without retraining, even on 
devices with limited power and memory.

Edge Impulse offers access to the latest edge AI 
developments as they become available. Its end-to-end 
platform streamlines data collection, model training, and 
deployment across hardware from MCUs to powerful 
processors, empowering developers to build and deploy 
efficient AI models that run seamlessly on the edge.

Addressing Demand in Remote and  
Low-Power Applications

Industries such as energy, agriculture, and environmental 
monitoring require edge AI solutions that prioritize 
bandwidth, latency, energy efficiency, reliability, and privacy 
(abbreviated “BLERP”). Edge Impulse addresses these needs 
by enabling domain experts to deploy tailored solutions 
without requiring deep AI expertise.

•	 Bandwidth: Transmitting raw sensor data (e.g., high-
resolution images from wildfire detection cameras) 
consumes significant network resources. Edge AI 
processes this data locally, sending only actionable 
insights, such as “fire detected at coordinates X, Y,” 
reducing bandwidth demands by orders of magnitude.

•	 Latency: Applications like road condition monitoring 
require real-time responses. Edge inference eliminates 
cloud round-trips, enabling immediate alerts (e.g., 
ice detection) without the 100+ millisecond delays 
inherent in cloud-based systems.

•	 Energy efficiency: Battery-powered devices like 
livestock health monitors rely on ultra-low-power 
operation. Edge AI minimizes energy consumption by 
avoiding resource-heavy cloud communication and 
optimizing models for local compute (e.g., quantized 
models on MCUs).

EDGE AI INSIGHTS: Edge Impulse
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•	 Reliability: In remote environments with unstable 
connectivity, such as deforestation detection sensors 
in rainforests, edge devices operate autonomously. 
Data is processed on-device, ensuring functionality 
even during network outages.

•	 Privacy: Sensitive data, such as biometrics from 
wearable health monitors, never leaves the device. 
This mitigates the risks of interception or misuse, 
a critical requirement for consumer and industrial 
applications alike.

By processing data locally, edge AI reduces bandwidth 
usage, cuts latency, and extends device lifetimes through 
energy-efficient inference. Reliability and privacy are 
inherent: devices function offline, and sensitive data 
remains on-premises.

Optimizing Energy Efficiency in Wearables

While edge AI’s energy efficiency is vital for remote 
applications, its importance extends to domains like 
wearable devices, such as smart rings, health monitors, and 
fitness trackers, where compact form factors and extended 
battery life define usability. Edge Impulse addresses these 
challenges through a holistic approach to model design 
that prioritizes efficiency at every stage:

1.	 Input reduction: Selecting optimal signal processing to 
shrink input data size.

2.	 Model tuning: Pruning and quantizing architectures for 
peak performance per watt.

3.	 Compiler optimization: Generating lean, hardware-
specific code.

Furthermore, Edge Impulse integrates efficiency 
considerations directly into the design workflow. 
Developers receive real-time estimates of on-device 
performance, including latency, memory usage, and 
power draw, which enables iterative refinement before 
deployment. This proactive optimization is essential for 
battery-dependent wearables and industrial IoT sensors, 
where thermal limits and user experience hinge on 
balancing performance with power consumption.

Collaborations and Hardware-Agnostic  
Deployment

Edge Impulse’s emphasis on efficiency and hardware 
flexibility is validated through partnerships that solve 
tangible, real-world challenges. By collaborating 
with domain experts across industries, the platform 
demonstrates how edge AI can adapt to diverse 
requirements. Some notable examples:

•	 Healthcare: Hyfe’s cough detection algorithms analyze 
audio patterns to identify respiratory illnesses, 
enabling early diagnosis without compromising user 
privacy[59].

•	 Automotive: Globalsense monitors sound data for 
automotive diagnostics and real-time crash detection, 
improving emergency response times in connected 
vehicles[60].

•	 Consumer electronics: A major manufacturer deployed 
voice-controlled earbuds with sub-20ms latency, 
balancing accuracy and power efficiency for seamless 
user interaction[61].

•	 Aging-in-place: A US-based company leverages motion 
sensors for fall detection in senior care, detecting 
incidents directly onboard to ensure rapid alerts[27].

These collaborations are a result of Edge Impulse’s 
hardware-agnostic philosophy. Developers can prototype 
models, simulate performance across devices, and deploy 
to production-grade hardware without vendor lock-in. This 
reduces time-to-market and ensures scalability. Integration 
with tools like NVIDIA Omniverse further streamlines 
workflows, enabling synthetic data generation to augment 
training datasets. 

Edge AI’s true potential lies in its ability to solve 
niche, impactful problems, which require more than 
raw computational power. They demand systems that 
respect the constraints of the physical world, like limited 
bandwidth, scarce energy, and the need for privacy. Edge 
Impulse equips engineers with advanced tools to optimize 
models holistically, collaborate across industries, and 
deploy flexibly across hardware. The result is smarter 
devices and systems that empower industries to innovate 
responsibly and scalably.
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Smart Agriculture: Scaling 
Precision Farming for  
Global Food Demands

With the global population projected 
to reach 9.8 billion by 2050[13], 
agriculture must scale intelligently 
to meet rising food demands while 
minimizing environmental impact. 
Edge AI allows farms to expand 
their technological footprint without 
increasing complexity, analyzing 
soil conditions, monitoring weather 
patterns, and automating irrigation 
systems in real time.

Rather than sending data to a distant 
server, advanced sensors and AI models 
evaluate factors like soil moisture 
or pest activity the moment they’re 
detected, allowing swift intervention. 
Projects such as CrackSense exemplify 

how real-time sensing can ensure 
fruit quality for crops like citrus, 
pomegranate, and table grapes, 
ultimately reducing spoilage and 
waste[62]. This way, edge AI equips 
farmers with the knowledge to act on 
the spot through real-time monitoring 
and detection.

In terms of resource optimization, 
smart irrigation systems equipped 
with edge AI have demonstrated great 
effectiveness, dynamically adjusting 
water distribution based on localized 
soil moisture analysis and cutting 
water usage by 25%. Similarly, AI-
powered pest detection can reduce 
pesticide application by up to 30%, 
ensuring precision farming with 
minimal waste[62].

Autonomous farming is also scaling 
with edge AI, allowing agricultural 

operations to deploy fleets of AI-
enabled drones and robotic systems for 
real-time monitoring and automated 
harvesting. Solutions like NVIDIA’s 
Jetson Orin Series facilitate on-site 
data processing, enabling predictive 
analytics for optimal planting and 
harvesting schedules. By embedding 
intelligence directly into farming 
equipment, edge AI transforms 
unpredictable natural conditions into 
manageable, data-driven decision-
making factors.

Across industries, from logistics to 
agriculture, edge AI ensures scalability 
without sacrificing efficiency. By 
processing data at the source, 
businesses can seamlessly expand 
their AI capabilities, unlocking new 
levels of automation, cost savings, and 
operational resilience.

AI-generated image representing real-time crop monitoring and smart agriculture 
(Image Credit: J. Renaz)[xii]
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Chapter III:
The Technological 
Enablers of Edge AI

The deployment and operation of 
AI systems and models at the edge 
come with many benefits for industrial 
organizations, yet they still pose 
a host of challenges. For instance, 
challenges posed by the limited 
processing power of edge devices, 
compared to conventional centralized 
systems, still need to be addressed. 
Edge deployments also limit the 
data that are centrally aggregated, 
which results in the lack of adequate 
data points for certain applications. 
Also, there are still issues related 
to scaling edge AI solutions across 
diverse environments and challenges 
to ensuring seamless interoperability 
between heterogeneous devices.

To address these limitations, there 
is significant traction around edge 
AI technology, which leads to a 
continuous improvement of the main 
technological enablers of the different 
edge AI paradigms. These enablers 

are advanced in directions that 
address the scaling, interoperability, 
and distribution challenges of 
edge AI deployments. Likewise, the 
development of these enablers spans 
many different aspects of AI systems, 
including hardware and software 
infrastructures, as well as novel AI 
models and paradigms.

Hybrid Edge-Cloud  
AI: Optimized Intelli-
gence and Resource 
Management
The emergence of edge AI has been 
driven by the proclaimed limitations 
of traditional cloud-centric AI systems, 
such as latency, privacy concerns, 
and bandwidth constraints. Edge AI 
addresses these issues based on data 
processing locally close to the source 
of data, such as within devices at the 

network’s edge. This approach reduces 
latency through immediate data 
processing and decision-making while 
enhancing privacy as sensitive data are 
not shared to the cloud.

Furthermore, due to the reduced data 
transfers, edge AI decreases the attack 
surface and the bandwidth usage of AI 
applications at the edge. Nevertheless, 
there are still several AI-based use 
cases where cloud AI is needed. This is, 
for example, the case with applications 
that require many data points and are 
compute-intensive, such as training 
and using large language models 
with tens of billions of parameters. To 
address such use cases while retaining 
the benefits of edge AI for real-time 
applications with sensitive data, 
the preferred AI deployment model 
combines cloud and edge computing 
infrastructures. 
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The integration of edge and cloud 
computing has created a hybrid model 
that leverages the strengths of both 
approaches. Edge AI provides real-time 
processing capabilities, while cloud 
computing offers the computational 
power necessary for training complex 
models and handling very large-scale 
data analytics. This synergy allows 
businesses to optimize resource use: 
edge devices handle immediate, 
latency-sensitive tasks while the cloud 
manages more intensive computations 
and long-term data storage.  Also, 
hybrid models enable continuous 
learning and model updates. Data 
processed at the edge can be 
aggregated in the cloud to refine AI 
models, which are then redeployed 
to edge devices for improved 
performance. This combination 
enhances scalability, flexibility, and 
efficiency for a wide range of use cases 
in different sectors.

During the early days of hybrid cloud/
edge AI deployments, companies 
had to statically define the most 
appropriate placement of AI models, 
functions, and workloads considering 
the compute, energy efficiency, security, 
privacy, and latency requirements 
of their use cases. This placement 
was destined to optimally resolve 
performance and security trade-offs 
in the scope of heterogeneous cloud/
edge infrastructure. Nowadays, these 
edge AI and cloud AI infrastructures 
come with intelligent resource 
management and AI services 
orchestration functions that optimize 
the placement of AI workloads 
between cloud and edge, considering 
parameters, application profiles, and 
use case requirements.

The state of the art (SOTA) in cloud/
edge resource management for AI 
applications involves cross-layer 
orchestration of AI workflows, as well 

as employment of edge functions 
based on stateless cloud/edge 
deployment paradigms like Function 
as a Service (FaaS). Emerging resource 
management approaches are also 
employing machine learning towards 
provisioning and placing AI workloads 
in dynamic and intelligent ways. The 
latter will be destined to deliver 
tangible benefits to both infrastructure 
providers (e.g., cloud providers) and 
operators/deployers of AI applications. 
Yet, to fully realize the benefits of edge 
computing, dedicated AI hardware is 
evolving to provide high-performance 
computing in compact, power-efficient 
form factors.

Hybrid Edge-Cloud reference architecture for IoT systems 
(Image credit: Wevolver, adapted from: M. Ashouri et al.)[xiii]
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The Next Generation  
of Specialized Edge 
Hardware 
In the years to come, edge AI will 
enable almost all organizations 
to access their unique layer of 
intelligence by leveraging their very 
own data. This will be empowered by 
the evolution of edge hardware, which 
will enable very scalable applications. 
It is, therefore, no accident that during 
2024, an AI hardware enterprise, 
namely NVIDIA, was the company 
with the fastest growing market 
capitalization in the New York Stock 
Exchange (NYSE).  

Specialized hardware will accelerate 
edge AI by providing the necessary 
computational power in a compact 

form. As a prominent example,  NVIDIA 
Jetson modules are delivering high-
performance capabilities in edge 
applications like computer vision[63]. 
To this end, they integrate Central 
Processing Units (CPUs), Graphics 
Processing Units (GPUs), memory, and 
interfaces into small form factors, 
which makes them ideal for deploying 
complex deep learning models on 
edge devices. As another example, 
Qualcomm’s processors (e.g., chips 
used in Wi-Fi hubs) incorporate 
powerful Neural Processing Units 
(NPUs) that enable efficient on-device 
AI processing[64].

Energy efficiency is another concern 
when it comes to edge AI deployments. 
The latter must be power efficient, 
which drives the development 
of  Ultra-Low-Power Hardware. For 

instance, Ambiq’s Subthreshold Power 
Optimized Technology (SPOT) platform 
exemplifies ultra-low-power hardware 
designed for edge applications[65]. 
SPOT enables devices to operate at 
significantly reduced voltage levels, 
which is key for enhancing battery life 
without sacrificing performance. This 
technology is, for example, important 
for digital health devices that require 
continuous operation without frequent 
recharging.

While specialized hardware enables 
efficient computation at the edge, its 
full potential is only realized when 
paired with edge-native algorithms 
optimized for real-time inference, 
minimal data dependencies, and 
energy efficiency.

Ambiq’s Apollo510 EVB 
(Image Credit: Ambiq)[xiv]
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Scalable Edge NPU IP for SoC 
integration, from Embedded 
ML and Computer Vision up to 
Generative AI

The market for edge AI chips in multiple applications is 
rapidly expanding, driven by the increasing demand for 
power-efficient, low-latency AI processing directly on 
devices. Licensable NPU IP (Intellectual Property) is a 
crucial enabling technology for edge AI chip designers 
targeting consumer devices, industrial automation, and 
vehicle safety. Ceva is leading the way by developing 
scalable NPU IPs that accelerate the deployment of Smart 
Edge chips and devices.

Ceva-NeuPro-Nano: Highly Efficient, 
Self-Sufficient Edge NPU for Embedded  
ML Applications

With over 4 billion inference chips for Embedded ML 
(TinyML) devices forecasted to ship annually by 2029, this 
Edge NPU IP is the smallest of Ceva’s NeuPro NPU product 
family[66]. It delivers the optimal balance of ultra-low power 
and high performance in a small area to efficiently execute 
Embedded ML workloads across AIoT product categories, 
including hearables, wearables, home audio, smart home, 
smart factory, and more​. Ranging from 10 GOPS up to 
400 GOPS per core, Ceva-NeuPro-Nano enables energy-
efficient, always-on audio, voice, vision, and sensing use 
cases in battery-operated devices across a wide array of 
end markets.

Ceva-NeuPro-Nano is a standalone, fully programmable 
NPU, not an AI accelerator, and therefore does not require 
a host CPU/DSP to operate.​ The IP core includes all the 
processing elements of a standalone NPU, including code 
execution and memory management. Its architecture 
is fully programmable and efficiently executes neural 
networks, feature extraction, control code, and DSP code. 
It also supports the most advanced machine-learning 
data types and operators, including native transformer 
computation, sparsity acceleration, and fast quantization, 
delivering a highly optimized solution with excellent 
performance.

Ceva-NeuPro-M: Scalable NPU Architecture 
for Transformers and Generative AI  
Applications

Ceva-NeuPro-M is a scalable NPU architecture with 
exceptional power efficiency of up to 3500 Tokens per 
Second/Watt for Llama 2 and 3.2 models[67]. With 30% 
of generative AI inference predicted to be on-device in 
the next 2 years, the Ceva-NeuPro-M NPU IP delivers 
exceptional energy efficiency tailored for edge computing 
while offering scalable performance to handle AI models 
with over a billion parameters. Its award-winning 
architecture introduces significant advancements in power 
efficiency and area optimization, enabling it to support 
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massive machine-learning networks, advanced language 
and vision models, and multimodal generative AI.

Even mid-range AI workloads, such as computer vision 
(object detection and classification), speech recognition, 
and small-scale NLP (keyword spotting), are becoming 
dominated by the use of transformers (e.g., ViT, BERT). 
Transformer support in edge NPUs is becoming mandatory 
for local text generation, context-aware AI assistants, and 
multimodal models for AR/VR, robotics, and advanced user-
interface applications.

With a processing range of 400 GOPS to 200 TOPs per 
core, leading area efficiency, advanced transformer support, 
sparsity, and compression, the Ceva-NeuPro-M optimizes 
key AI models seamlessly. Thanks to its highly scalable 
design, it provides an ideal IP solution for embedding high-
performance AI processing in SoCs across a wide range of 
edge AI applications.

AI SDK for Ceva-NeuPro NPUs

The Ceva-NeuPro Studio is a robust tool suite that 
complements the Ceva-NeuPro NPUs by streamlining the 
development and deployment of AI models. It includes 
tools for network optimization, graph compilation, 
simulation, and emulation, ensuring that developers can 
train, import, optimize, and deploy AI models with the 
highest efficiency and precision.

There are limitless possibilities to build Edge AI chips with 
diverse AI capabilities, from Embedded ML in consumer 
and industrial IoT to multimodal and edge generative AI in 
personal computing and automotive. Learn more about how 
Ceva’s licensable NeuPro NPUs and wireless connectivity 
IPs are helping to build chips that power Smart Edge 
devices - www.ceva-ip.com

The Ceva-NeuPro NPU family  
(Image Credit: Ceva)[xv]
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Edge-Native Models 
and Algorithms

Since the early days of edge AI, 
emphasis has been put on shrinking 
conventional machine learning models 
to fit and deploy them in edge devices. 
In recent years, there has been a surge 
of interest in edge-native AI algorithms, 
enabling real-time inference in the 
scope of applications like computer 
vision and speech recognition. 

Edge-native algorithms are tailored 
for real-time inference on resource-
constrained devices. They are 
optimized to balance accuracy with 
computational efficiency for edge. In 
this direction, they employ techniques 
such as model quantization and 
pruning, which reduce the size of 
AI models without any essential 
drop in AI performance. Edge-native 
algorithms are suitable for deployment 
on edge devices with limited resources 
(e.g., CPU and memory resources).

Some of the edge-native algorithms 
are also classified as “data-efficient” 
techniques, as they can perform well 
with smaller datasets, which makes 
them particularly useful in scenarios 
where data is limited or costly to 

obtain. Data-efficient algorithms 
maintain high-performance levels 
without the need for large volumes 
of data that are typically used in 
traditional machine-learning methods.

To support the scalable and resource-
efficient deployments of edge 
native algorithms, technologies like 
Docker and Kubernetes are being 
adapted for edge deployments. These 
technologies simplify application 
management across diverse devices, 
which boosts scalability and resource 
optimization. Furthermore, there is 
a rise in DevEdgeOps techniques, 
i.e., DevOps practices adapted for 
Edge Environments. Specifically, such 
DevEdgeOps practices are adapted 
specifically for edge computing 
environments to address unique 
challenges like connectivity issues 
and diverse hardware requirements. 
This ensures efficient deployment 
and maintenance of edge-native 
applications.

Nowadays, there are also edge 
AI frameworks that facilitate the 
development and deployment of edge 
native AI models and algorithms. For 
example, tools like TensorFlow Lite 
and OpenVINO[68] make it easier to 
deploy AI models optimized for edge 

environments. Moreover, Edge AI 
supports hyper-personalized services, 
such as dynamic traffic management 
or smart retail experiences, based on 
the processing of data locally and the 
development of instant responses.

There are also opportunities for 
improving edge native algorithms 
based on their integration with 
state-of-the-art edge networking 
infrastructures like 5G networks. 
Specifically, the synergy between 5G 
and edge computing enhances the 
performance of edge algorithms by 
providing ultra-low latency and high-
speed data transmission. This class of 
5G-enabled, enhanced algorithms will 
play a considerable role in applications 
like autonomous vehicles, remote 
surgeries, and various immersive 
augmented reality applications.

Edge-native models will be 
increasingly deployed on a smaller 
scale in miniaturized devices, giving 
rise to the micro-edge and thin-edge 
AI paradigm. The latter refers to 
deploying lightweight AI models on 
minimal hardware resources, which is 
essential for extending AI capabilities 
to smaller devices like sensors or 
wearables.

TensorFlow Lite helps deploy AI models at the edge 
(Image Credit: Wevolver, adapted from: SeedStudio)[xvi]
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Moving LLMs and  
Generative AI to  
the Edge 

For over two years following the 
emergence of OpenAI’s ChatGPT, 
Large Language Models (LLMs) and 
Generative AI (GenAI) have been 
considered among the most promising 
developments of the AI community, 
especially with the recent surge of 
competing models like DeepSeek 
R1, Anthropic’s Claude 3.5, Google’s 
Gemini 1.5 and 2.0, and many more. 
Yet, as detailed in Wevolver’s recent 
report titled “Edge AI Technology 
Report: Generative AI Edition,” GenAI 
is increasingly finding its way away 
from cloud servers toward the edge[69]. 
The local execution of generative 
models enables devices to provide 
personalized experiences without 
relying heavily on cloud resources. This 
local processing reduces latency and 
enhances privacy, which are among the 
key considerations in environments 
with intermittent connectivity or 
stringent security requirements.

Companies like Qualcomm and Arm 
are leading efforts to make GenAI 
models smaller and more efficient, in 

order to make them usable in real-time 
applications like autonomous vehicles, 
smart homes, and industrial Internet of 
Things (IoT) applications.

In the coming years, the integration 
of GenAI into edge devices will 
become more ubiquitous across 
consumer electronics and industrial 
systems. Furthermore, advances in 
hardware (e.g., specialized processors) 
and software frameworks (e.g., 
ExecuTorch[70]) will continue to 
drive further improvements in AI 
model performance and accuracy. 
Most importantly, GenAI at the edge 
will enable autonomous AI agents 
that will be capable of solving 
problems, handling complex tasks, 
and collaborating with other agents. 
These agents will mimic human digital 
workers at the edge, which will be able 
to complete complex tasks close to the 
field in near real time.

Speaking of mimicking humans, a 
different paradigm is emerging: 
neuromorphic computing. Inspired by 
the brain’s event-driven processing, 
neuromorphic chips aim to unlock 
ultra-low-power AI capabilities, 
addressing efficiency concerns that 
traditional architectures struggle with.

The Role of  
Neuromorphic Chips

Neuromorphic chips represent an 
emerging technology that is designed 
to mimic the human brain’s neural 
architecture. These chips are inherently 
efficient at processing sensory data 
in real time due to their event-driven 
nature. Therefore, they hold promise 
to advance edge AI based on a new 
wave of low-power solutions that will 
be handling complex tasks like pattern 
recognition or anomaly detection.

In the next few years, neuromorphic 
chips will become embedded in 
smartphones, enabling real-time AI 
capabilities without relying on the 
cloud. This will allow tasks like speech 
recognition, image processing, and 
adaptive learning to be performed 
locally on these devices with minimal 
power consumption. Companies 
like Intel and IBM are advancing 
neuromorphic chip designs (e.g., Loihi 
2[71] and TrueNorth[72], respectively) 
that consume 15–300 times less 
energy than traditional chips while at 
the same time delivering exceptional 
performance.
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Emerging technologies like memristors 
and 3D architectures will improve 
the scalability and efficiency of 
neuromorphic chips. Memristors 
emulate synaptic behavior for 
more brain-like processing, while 
3D integration reduces latency 
and enhances computational 
density. Furthermore, event-driven 
processing models (e.g., spiking 
neural networks) will be used to 
further optimize energy efficiency 
by mimicking the asynchronous 
nature of biological neurons. As AI 
models evolve toward brain-inspired 
architectures, interpretability becomes 
a key consideration. Ensuring that 
decisions made by both conventional 
and neuromorphic AI systems remain 
transparent and understandable is 
critical, especially in high-risk domains.

Explainability in Edge 
AI: Building Trust and 
Transparency

Edge AI models’ simple and domain-
specific nature renders them more 
interpretable than large cloud-based 
models. However, explainability 
remains a key requirement for 
regulatory compliance, trust, and 
real-world deployment, especially 
in industries like healthcare, finance, 
and industrial automation. In a recent 
book on “Advancing Edge Artificial 
Intelligence,” the authors emphasized 
that edge AI must provide transparent, 
comprehensible decisions to gain 
adoption in safety-critical applications, 
where end-users require the reasoning 
behind a certain prediction[73].

Explainable AI (xAI) at the edge refers 
to the ability of edge AI models to 
provide transparent, interpretable, and 

justifiable decisions while operating 
under resource constraints. It ensures 
that AI-driven predictions can be 
understood, audited, and trusted by 
users, regulators, and stakeholders, 
particularly in high-risk applications.

Unlike cloud-based AI, which 
can rely on compute-intensive 
explainability methods like shapley 
additive explanations (SHAP) or 
local interpretable model-agnostic 
explanations (LIME), explainability in 
edge AI must balance interpretability 
with real-time performance. Hardware 
constraints, processing power, and 
latency requirements can impact 
the feasibility of such explainability 
methods at the edge. Lightweight 
variants of such techniques, including 
saliency maps (such as Grad-CAM), 
precomputed feature attribution (i.e., 
SHAP or LIME sent from cloud to edge), 
and context-aware explanations (i.e., 
rule-based, lightweight interpretable 
models) can help make decisions more 
transparent without compromising 
efficiency. 

For example, the explainability 
technique Grad-CAM helped 
manufacturing engineers verify defect 
detection models by ensuring the AI 
focuses on actual product flaws rather 
than irrelevant background features. 
In healthcare, it assisted in medical 
imaging by confirming that models 
focus on relevant areas, such as lung 
regions in pneumonia detection, 
thereby enhancing trust among 
medical professionals[74].

On the regulatory front, edge AI 
must meet regulatory requirements, 
particularly in healthcare, finance, and 
autonomous systems, where legal 
frameworks like the EU AI Act and 
GDPR mandate transparency. A 2025 

paper on responsible AI highlights 
explainability as critical for high-stakes 
applications such as surgical planning 
and risk assessment, ensuring that AI-
generated decisions remain auditable 
and justifiable[75]. Similarly, Trustful AI 
underscores that traceability is just as 
vital as accuracy, enabling regulators 
and stakeholders to scrutinize AI 
outcomes[76].

Beyond compliance, explainability 
is essential for bias detection and 
debugging. A study on edge security 
cameras revealed 

Dataset biases in edge devices like 
security cameras can cause models 
to misidentify objects, such as 
individuals in wheelchairs, as these 
cameras were trained mostly on 
standing figures. Researchers used 
xAI techniques like D-RISE, thanks to 
its adaptability to diverse models, to 
identify feature dependencies, leading 
to targeted dataset augmentation 
and improved fairness[77]. They also 
demonstrated how feature attribution 
allowed engineers to pinpoint which 
sensor readings influenced predictive 
maintenance models, making AI-driven 
insights more actionable[78].

Autonomous vehicles and industrial 
robots are other applications for edge 
explainable AI (xEdgeAI), requiring 
transparency and explanations for 
their actions, particularly in failure 
scenarios where human oversight is 
necessary. However, achieving this 
without compromising performance 
remains a challenge. Emerging 
concept-based explanations and 
real-time saliency maps are improving 
interpretability while maintaining 
efficiency[73]. As edge AI adoption grows 
in 2025, explainability will become an 
operational necessity. Organizations 
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must implement explainability 
frameworks that balance transparency, 
performance, and trust, ensuring AI-
driven decisions remain both reliable 
and actionable.

Privacy-Preserving 
Distributed Learning 
Paradigms for Edge AI

Distributed learning paradigms like 
federated learning (FL) and swarm 
learning (SL) enable different actors 
to share data for AI model training 
and execution in a way that preserves 
privacy. As a prominent example, FL 
enables decentralized model training 
across distributed data sources, while 
preserving data privacy and security. 
The FL paradigm allows multiple 
entities (e.g., IoT devices and edge 
servers) to collaboratively learn a 
shared model without exchanging 
their local data. 

Specifically, federated learning 
mitigates the issues related to data 
silos and residency requirements 
through collaborative learning 
that does not centralize sensitive 
information. Currently, FL deployments 
are in their infancy, as this distributed 
learning paradigm faces challenges 
such as data heterogeneity, 
communication overhead, and 
vulnerability to attacks. To alleviate 
these issues, ongoing research 
focuses on the development of robust 
federated learning frameworks and 
secure aggregation protocols.

Swarm learning is another innovative 
distributed learning paradigm, which 
is inspired by swarm intelligence. It 
employs a decentralized network of 
nodes, each with its own data and 

AI model, to collaboratively learn 
from one another without exposing 
the underlying data. Many practical 
implementations of the SL approach 
leverage blockchain technology to 
ensure trust, security, and consensus 
among participating nodes.

Specifically, SL implementations allow 
nodes to exchange encrypted model 
updates through blockchain-based 
protocol, which enhances security 
and reduces the risk of a single 
point of failure. In the scope of an SL 
deployment, nodes can form dynamic 
swarms based on shared interests or 
goals, which allows them to benefit 
from collective intelligence without 
centralized control. SL is expected 
to offer numerous advantages for 
AI collaboration. However, it is also 
associated with various technical, 
social, and ethical challenges, which 
ask for further research prior to the 
widespread deployment and adoption 
of this technology.

Overall, the technological enablers of 
edge AI in 2025 are transforming how 
data is processed across networks. 
These technology enablers address 
the main limitations of cloud-centric 
approaches through local processing 
capabilities, specialized hardware, 
optimized algorithms, and innovative 
chip designs. In the years to come, they 
will enable Edge AI to play a pivotal 
role in offering a unique layer of 
intelligence to organizations in almost 
all different sectors.
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Chapter IV:
Building an Edge  
AI Ecosystem

The edge AI ecosystem today is at a 
stage where its long-term success 
depends on how hardware vendors, 
software developers, cloud providers, 
and industry stakeholders align their 
efforts. The push toward real-time AI 
inference, decentralized processing, 
and optimized edge computing 
architectures is creating a demand for 
more structured collaboration between 
industry, academia, and government. 
Without interoperability standards, 
scalable deployment models, and 
shared R&D efforts, edge AI risks 
fragmentation, limiting its potential 
impact across key sectors such as 
manufacturing, healthcare, and mobility.

The industry is responding by 
forming alliances that address the 
challenges of edge deployment at 
scale. Semiconductor companies are 
working with AI model developers 
to ensure optimized inference at the 

edge, cloud providers are integrating 
with edge-native platforms to 
enable hybrid architectures, and 
governments are funding initiatives 
to make edge AI more accessible and 
secure. Organizations like the Edge 
AI Foundation play a central role in 
this ecosystem, bringing together 
technology providers, researchers, 
and regulatory bodies to establish 
best practices, shared development 
frameworks, and certification programs 
that accelerate adoption while ensuring 
security, efficiency, and sustainability.

At the heart of these developments is 
the need for standardized yet flexible 
architectures. A three-tier edge AI 
framework is evolving to accommodate 
heterogeneous hardware, distributed 
workloads, and real-time AI applications. 
Companies that rely on edge AI must 
navigate a landscape where vendor 
lock-in, security risks, and deployment 

complexities can create significant 
barriers. The emergence of open-
source platforms, industry consortiums, 
and cross-sector partnerships is 
critical to ensuring that edge AI can 
scale efficiently without introducing 
unmanageable operational overhead or 
excessive infrastructure costs.

This chapter explores the structure 
of the edge AI ecosystem, the key 
players driving its expansion, and 
the collaborative efforts shaping its 
future. It examines how semiconductor 
manufacturers, cloud providers, and 
AI developers are working together to 
create optimized hardware-software 
stacks, how industry consortia like the 
Edge AI Foundation are standardizing 
edge deployment, and how companies 
are overcoming the challenges 
of large-scale edge AI adoption 
through strategic partnerships and 
technological advancements.
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Edge AI Ecosystem & 
Architecture: A Mul-
ti-Layered Framework
Edge AI operates within a three-
layered architecture that distributes 
computational workloads across 
edge devices, edge servers, and 
cloud platforms. This structure 
allows AI models to execute real-
time inferencing at the edge while 
leveraging higher computing power 
when needed. Each layer plays a 
distinct role in processing, aggregating, 
and refining data for intelligent 
decision-making.

Edge Devices: Real-Time 
Inferencing at the Source

Edge devices are the first point of 
interaction with real-world data. 

These include IoT sensors, industrial 
robots, smart cameras, and embedded 
computing systems deployed in 
manufacturing, healthcare, automotive, 
and retail environments. Their primary 
function is low-latency AI inferencing—
processing data on-site without relying 
on continuous cloud connectivity.

To enable real-time decision-making, 
edge devices execute optimized AI 
models that use quantization, pruning, 
and model compression to function 
within power and memory constraints. 
NVIDIA Jetson, Intel Movidius, and ARM 
Cortex processors provide specialized 
architectures that enhance AI inference 
efficiency in constrained environments. 
However, device heterogeneity remains 
a challenge. Edge AI devices vary 
significantly in hardware architectures, 
AI frameworks, and connectivity 
protocols, making standardization 
efforts critical. Initiatives like the Open 

Edge Computing Initiative (OECI) aim 
to establish interoperable frameworks 
that enable seamless integration of 
AI across diverse edge environments. 
Different hardware configurations 
require frameworks that support 
cross-platform compatibility, such as 
TensorFlow Lite, Open Neural Network 
Exchange (ONNX), and Apache TVM, 
ensuring that models can run on 
diverse edge devices without extensive 
rework.

Edge Servers: Local AI 
Execution & Aggregation

Edge servers act as computational 
intermediaries between edge devices 
and the cloud. These are often 
deployed in factories, hospitals, retail 
locations, and autonomous vehicle 
networks, aggregating data from 
multiple sources and executing more 

Edge AI ecosystem includes edge devices, edge servers, and cloud platforms 
(Image Credit: ABI Research)[xvii]
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complex AI workloads than individual 
edge devices can handle.

A key advantage of edge servers is 
localized AI inferencing: running 
heavier models without offloading 
data to a remote data center. This 
reduces latency, bandwidth costs, and 
security risks associated with cloud 
dependency. Industrial gateways, micro 
data centers, and high-performance 
edge nodes are used in this layer, 
leveraging AI accelerators like Intel 
Xeon D processors, NVIDIA EGX edge AI 
platform, and AWS Outposts.

Edge servers also manage dynamic 
model updates, ensuring that AI 
models deployed on edge devices 
remain optimized and retrained as 
conditions change. Rather than relying 
on cloud-based retraining, federated 
learning allows models to be updated 
locally before synchronizing with a 
central repository. This approach is 
critical in healthcare and industrial 
automation, where real-time 
adaptability is essential.

While edge AI encompasses a range 
of computing layers, not all edge 
deployments operate under the same 
constraints. Carlos Morales, Vice 
President of AI at Ambiq, emphasizes 
the need to differentiate between 
edge computing and endpoint devices: 
“Despite being lumped in with all 
of Edge, the market is partitioned 
into ‘edge’ and ‘endpoint.’ The same 
ecosystem shouldn’t really try to 
address both since the constraints are 
so different.”

Edge devices, such as embedded 
cameras or industrial sensors, are 
designed for low-power AI inferencing, 
while more powerful edge servers act 
as intermediaries that handle complex 

AI workloads before relaying data 
to the cloud. The need for hardware 
specialization at both levels highlights 
why standardization efforts must 
account for this diversity rather than 
assuming a uniform approach to edge 
AI development.

Cloud Platforms: Centra-
lized AI Coordination & 
Model Training

The cloud remains essential for 
model development, large-scale data 
analysis, and storage. It serves as the 
backbone for training deep learning 
models before they are optimized and 
deployed to the edge. AI models are 
typically developed and refined on 
Google Cloud TPU, Microsoft Azure 
Machine Learning, AWS SageMaker, and 
IBM Watson AI.

Once trained, models are deployed 
to edge devices and edge servers, 
where they execute inference tasks 
in production environments. The 
cloud also serves as the backbone for 
AI model monitoring, analytics, and 
centralized orchestration, ensuring 
that deployments remain efficient 
across thousands, or even millions, of 
edge endpoints. For large-scale edge 
deployments, cloud providers offer 
edge-specific services, such as AWS IoT 
Greengrass for device management 
and machine learning inference at 
the edge, Microsoft Azure IoT Edge 
for secure containerized AI workloads, 
and Google Cloud IoT for AI model 
deployment and integration with on-
premise edge computing.

Despite its advantages, cloud reliance 
presents data privacy, security, and 
bandwidth challenges. This has driven 
hybrid AI approaches, where sensitive 

data remains at the edge, while only 
selective insights are transmitted to 
the cloud for deeper analysis.

Data Flow & Processing in 
Edge AI: From Collection 
to Insight Generation

Edge AI systems rely on efficient data 
movement between layers to balance 
latency, security, and computational 
efficiency. The data pipeline follows a 
structured process:

1.	 Data Capture at the Edge: Sensors, 
cameras, and embedded systems 
collect raw data.

2.	 On-Device Processing: AI models 
at the edge filter, classify, 
and preprocess data before 
transmitting insights.

3.	 Edge Server Aggregation: Multiple 
edge devices send data to a local 
edge server, where it undergoes 
further analysis and refinement.

4.	 Cloud Synchronization: Only 
selected insights (such as 
aggregated predictions or 
anomaly detection results) 
are transmitted to the cloud, 
minimizing bandwidth usage.

5.	 Model Updates & Feedback: The 
cloud retrains models using large-
scale data and then distributes 
optimized updates back to edge 
devices.
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Efficient data transfer between 
layers depends on lightweight 
communication protocols. For 
example, Message Queuing Telemetry 
Transport (MQTT) is used in IoT 
environments for low-bandwidth 
data exchange. Advanced Message 
Queuing Protocol (AMQP) provides 
reliable messaging between edge and 
cloud. EdgeX Foundry is an open-
source framework for secure data 
orchestration in heterogeneous edge 
AI environments[79].

To further streamline operations, 
processes like containerization 
and virtualization are widely used 
in edge deployments. Docker and 
Kubernetes allow AI applications 
to run consistently across different 
hardware configurations, addressing 
the issue of edge device diversity. 
These containerized models enable 
scalability, ensuring that AI workloads 
remain adaptable to changing 
computational needs.

The Edge AI Founda-
tion: Unifying the  
Industry for Scalable 
Deployment
The Edge AI Foundation has emerged 
as a key figure in aligning the efforts 
of semiconductor companies, cloud 
providers, AI software developers, 
and enterprises to create a cohesive, 
scalable, and interoperable edge 
AI ecosystem. While individual 
companies focus on proprietary 
hardware and software optimizations, 
the Edge AI Foundation operates 
as a coordinating body, ensuring 
that edge AI technologies evolve 
within an open, standardized, and 

sustainable framework. This facilitates 
multi-stakeholder collaboration 
and establishes best practices. Its 
programs address common barriers 
such as proprietary toolchains, lack 
of cross-platform compatibility, and 
inconsistent deployment models, 
creating an environment where 
companies, startups, and researchers 
can work together to accelerate the 
adoption of edge AI across key sectors, 
including manufacturing, mobility, 
healthcare, and energy.

A major function of the Edge AI 
Foundation is fostering cross-
sector collaboration, ensuring that 
corporations, research institutions, and 
emerging AI startups align their efforts 
toward common goals. To achieve 
this, the foundation has established 
a network of partner organizations, 
open-source initiatives, and structured 
talent development programs. Key 
areas of collaboration include:

•	 Industry-Academia Partnerships: 
Working with universities 
and research institutions to 
ensure that cutting-edge AI 
advancements are directly 
applicable to real-world edge AI 
challenges. The EDGE Academia-
Industry Partnership (EDGE AIP) 
is helping accelerate research 
into ultra-low-power AI models 
optimized for edge devices[80].

•	 Startup Incubation & Acceleration: 
Providing mentorship, funding, 
and networking opportunities 
for startups developing next-
generation edge AI solutions. 
Early-stage companies often 
struggle with access to optimized 
hardware, high-performance 
AI models, and cloud-edge 

integration frameworks. The 
foundation’s programs aim to 
bridge these gaps.

•	 Standards Development & 
Open-Source Projects: Promoting 
the use of interoperable AI 
frameworks, ensuring that edge 
AI models are portable across 
different hardware and software 
environments. This reduces 
vendor lock-in and makes edge 
AI deployment more accessible 
across industries.
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Accelerating The Edge AI 
Development Lifecycle

The journey from concept to deployment for edge AI 
products is riddled with challenges. embedUR, a company 
with over 20 years of embedded software expertise, is 
redefining this lifecycle with a robust approach that 
blends deep knowledge of embedded systems, AI model 
development and optimization, and strategic collaborations 
with silicon vendors.

At the core of embedUR’s strategy is their ModelNova 
platform, a resource hub providing pre-trained AI models, 
curated datasets, and blueprints tailored for edge devices. 
A typical blueprint in ModelNova might combine a 
face recognition model, a curated dataset, and platform 
specifications for a microcontroller, providing a ready-to-
implement guide for developers. Unlike generic model 
repositories, ModelNova focuses on edge-ready AI building 
blocks that significantly cut down the time required to 
create proofs of concept (PoCs). Instead of weeks, developers 
can get AI models running on hardware in minutes, 
thanks to embedUR’s pre-optimized resources. This rapid 
prototyping capability allows product designers to validate 
ideas faster and iterate more efficiently.

Balancing Trade-Offs in Edge AI Design

embedUR’s process starts with understanding the solution’s 
Minimum Viable Product (MVP) requirements, long-term 
goals, and design constraints. This involves critical trade-
offs in performance, cost, power, and features, all essential 
considerations for resource-constrained edge devices. 
Through their expertise in sensor data processing, feature 

extraction, and model adaptation, embedUR ensures that 
AI models are functional and optimized for real-world 
performance. 

They also tackle challenges related to sensor variation. 
Many public datasets use high-quality images that edge 
devices with low-cost sensors can’t replicate. embedUR’s 
curated datasets ensure models perform reliably in real-
world edge environments. In addition to real datasets, 
these models can leverage synthetic data generated 
by Generative Adversarial Networks (GANs) as a way to 
augment real-world data. Whether it is selecting high-
resolution camera images for detailed object detection 
or optimizing for low-latency applications with smaller 
AI models, embedUR helps navigate these decisions 
effectively.

Reducing Optimization Time:  
Weeks to Minutes

One of embedUR’s key differentiators is the availability 
of pre-trained, optimized, and ready-to-run models on 
the ModelNova platform. These models are designed to 
eliminate the need for extensive optimization efforts, 
allowing users to quickly implement AI on their devices. 
Instead of spending weeks adapting, training, and 
optimizing models, users can simply select a use case, 
download a model tailored to their target platform, 
and launch it within minutes. This streamlined process 
eliminates the need for extensive optimization efforts, 
empowering developers to focus on their core product 

EDGE AI INSIGHTS: embedUR Systems
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ideas. While embedUR also offers services to curate, train, 
optimize, and test AI models, the true speed advantage lies 
in the accessibility of models that have already undergone 
this process, streamlining the transition from proof-of-
concept to production-ready solutions. 

Behind the scenes, embedUR employs internal ML Ops 
tools to streamline model development, training, and 
deployment. These tools ensure efficient workflows, 
benefiting both embedUR’s team and their partners. By 
handling the complexities of model porting, embedUR lets 
developers focus on their core product ideas rather than 
wrestling with optimization challenges.

Collaborations & Partnerships for  
Seamless Integration

embedUR’s ability to adapt AI models to embedded 
Linux and non-Linux microcontrollers and collaborate 
seamlessly with silicon vendors like Synaptics, STMicro, 
Infineon, Silicon Labs, and NXP gives it a distinct edge 
in the market. Its long-standing relationships with these 
vendors allow it to integrate AI capabilities efficiently into 
various hardware platforms, enabling cost-effective, low-
power, and high-performance products. This collaborative 
approach accelerates the launch of new AI-enabled devices 
and ensures developers have access to the latest hardware 
innovations. In a nutshell, embedUR assists clients in 
selecting platforms that balance cost, performance, and 
power constraints, ensuring the chosen hardware aligns 
with the product’s goals.

 
„Edge AI’s growth will be driven by strong 

collaboration between silicon vendors, developers, 
and product designers. The industry needs 

platforms like ModelNova that provide AI-ready 
building blocks—pre-optimized models, datasets, 
and use-case blueprints—to simplify development 

and shorten the time to market. At embedUR 
systems, we’re enabling partnerships that foster 
innovation, whether it’s helping silicon vendors 

optimize new AI platforms or enabling developers 
to bring intelligent edge solutions to life faster.” 

– Eric Smiley, VP Business Development

Furthermore, the launch of Edge AI Labs in partnership 
with the Edge AI Foundation (EAIF) exemplifies embedUR’s 
commitment to fostering collaboration. Edge AI Labs, 
powered by ModelNova, serves as a dynamic platform 
where academics, developers, and product designers 
can exchange models, datasets, and insights. This 
initiative aims to bridge the gap between cutting-edge AI 
capabilities and practical product applications, enabling 
quicker innovation cycles and broader adoption of edge 
AI. Through community-driven features like model 
submissions, dataset sharing, and interactive discussions, 
Edge AI Labs is set to become a hub for inspiration and 
innovation.

Beyond AI, embedUR offers expertise across the entire 
IoT development lifecycle, including communications 
integration (such as Wi-Fi and BLE), user interfaces, cloud 
management, and firmware. This holistic approach ensures 
that clients receive not only cutting-edge AI solutions 
but also comprehensive, productized systems ready for 
deployment. Smiley put it together nicely in the following 
formula:

(Your Idea) + (ModelNova components) + (embedUR 
total embedded/IoT/AI solution expertise) = (Turnkey 
Development Lifecycle)

The Future of Edge AI: Smarter, Faster,  
and Scalable

embedUR’s solutions have been applied in various 
domains, including image segmentation for people 
detection, face recognition for security, and audio de-
noising for smart devices. Looking ahead, embedUR 
anticipates a wave of new AI-specific chipsets featuring 
integrated neural engines optimized for low-power 
applications. As these advancements roll out, embedUR’s 
mission with ModelNova is clear: to empower product 
developers with the tools and knowledge needed to 
unlock the full potential of edge AI[81].

By offering ready-to-deploy models, curated datasets, 
and practical blueprints, embedUR is accelerating the 
development lifecycle and paving the way for faster, 
smarter, and more scalable Edge AI innovations[82].
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Strategic Industry  
Partnerships Driving 
Edge AI Adoption

Industry partnerships are accelerating 
the deployment of edge AI by 
optimizing AI workloads for real-
world environments. Semiconductor 
companies are working with AI 
developers to improve model efficiency 
on specialized hardware, cloud 
providers are integrating edge-native 
computing solutions, and research 
institutions are collaborating with 
industry leaders to advance scalable 
architectures. These strategic alliances 
are addressing key challenges, 
including power constraints, model 
optimization, and interoperability, 
ensuring that Edge AI can operate 
reliably across industries.

Hardware and Cloud  
Collaborations

Intel is driving Edge AI adoption 
through its Edge AI Partner 
Enablement Package, which equips 
businesses with tools, frameworks, 
and technical resources to accelerate 
AI deployment at the edge[83]. 
This initiative provides optimized 
AI inference solutions, reference 
architectures, and industry-specific 
implementation guides, helping 
companies integrate AI workloads on 
Intel hardware efficiently. OpenVINO 
remains a cornerstone of Intel’s Edge 
AI strategy, enabling deep learning 
inference optimization across 
CPUs, GPUs, and AI accelerators. By 
supporting a broad ecosystem of 
developers and enterprise partners, 
Intel ensures that AI applications run 
efficiently on resource-constrained 
edge devices.

Another notable collaboration involves 
Qualcomm and Meta, which have 
worked to integrate Meta’s Llama large 
language models (LLMs) directly onto 
Qualcomm’s edge processors. This 
partnership reduces the dependence 
on cloud-based LLMs, allowing devices 
to execute generative AI workloads on-
site. The result is improved response 
times and reduced operational costs, 
particularly for applications like voice 
assistants and automated customer 
support[84].

Earlier this year, MemryX and Variscite 
announced a partnership aimed at 
enhancing edge AI efficiency[85]. By 
combining MemryX’s AI accelerators 
with Variscite’s System on Module 
(SoM) solutions, this collaboration 
simplifies AI deployment on edge 
devices, particularly for industrial 
automation and healthcare 
applications. The integration allows 
developers to work with pre-optimized 
AI hardware, reducing latency and 
power consumption while ensuring 
faster time-to-market.
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Google and Synaptics 
Collaborate on Edge AI 
for the IoT

EDGE AI INSIGHTS: Synaptics

AI at the IoT Edge has inherent advantages, such as low 
latency, efficiency, and privacy, which directly contribute 
to the user experience. This is particularly the case when 
advances in multimodal processing are applied to enable 
context-aware computing. However, implementing this 
in resource-constrained environments such as the IoT 
Edge requires a novel approach to hardware, software, 
tools, partnerships, and ecosystems. This has led to a 
collaboration between Google and Synaptics that will 
see Google’s Kelvin MLIR-compliant machine-learning 
(ML) core integrated into the Synaptics AstraTM AI-Native 
compute platform for the IoT (Figure 1). Together, the two 
companies will work to define the optimal implementation 
of multimodal processing for context-aware computing at 
the IoT Edge for applications such as wearables, appliances, 
entertainment, embedded hubs, and monitoring.

Astra was designed from the ground up to meet the needs 
of Edge AI while simplifying the development process. It 
combines scalable, low-power silicon with open-source, 
easy-to-use software and tools, a strong partner ecosystem, 
and robust VerosTM intelligent wireless connectivity. 

The platform builds upon Synaptics’ foundation in the 
application of neural networks for pattern recognition 
and its field-hardened AI hardware and compiler design 
expertise for the IoT, as well as its in-house support of a 
broad base of modalities, such as vision, image, voice, and 
sound, all of which can be combined to provide context for 
seamless device interactivity. It was launched at Embedded 

World 2024 with three embedded MPUs: the SL1680, 
SL1640, and SL1620. The new SR-Series high-performance 
MCUs are set to launch at EW2025.

Collaborating with Google: Open ML Meets 
Purpose-Built Hardware

Google’s partnership with Synaptics derives from their 
shared embrace of open-source approaches. Integrating 
Google’s Kelvin MLIR-compliant ML core into Astra 
processors will allow developers to use standardized 
tools like TensorFlow Lite while optimizing models for 
Synaptics’ neural processing units (NPUs). This provides 
two advantages:

1.	 Flexibility: Developers can use familiar tools to build 
models, avoiding proprietary ecosystems.

2.	 Optimization: Synaptics’ secure SyNAP compiler allows 
developers to fine-tune models for its NPUs, reducing 
latency and power consumption compared to generic 
edge chips. This is critical for real-time decision-
making in resource-constrained edge AI applications.

The collaboration reflects a broader industry shift toward 
collaborative approaches to hardware-software integration, 
which aims to address the real-world challenges of 
context-aware Edge AI computing.
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Astra’s AI-Native Architecture: Built for 
Context, Not Just Compute

Unlike retrofitted edge AI solutions, Astra processors are 
engineered from the ground up for multimodal AI workloads. 
The architecture combines CPUs, GPUs, and DSPs with 
dedicated neural processing units (NPUs) tasked exclusively 
with ML inference, all with a unified memory structure that 
minimizes data movement between vision, audio, and sensor 
processing blocks. The Veros wireless connectivity portfolio 
includes Wi-Fi, Bluetooth, Zigbee/Thread, UWB, and GPS/
GNSS to ensure reliable, robust, interoperable, and efficient 
communication in congested RF environments.

Applications for context-aware computing, where devices 
analyze real-time sensor data to make dynamic decisions, 
include a smart thermostat. Using Astra, a device could 

efficiently correlate motion, humidity, and ambient light 
to adjust temperature settings. This demonstrates how 
local processing optimizes energy use and the user 
experience without relying on cloud-based computing and 
compromising privacy.

The Road Ahead: Engineering Scalable Edge 
AI Solutions for the IoT

Edge AI’s value lies not only in moving compute away 
from the cloud but also in redefining how devices interact 
with their humans and the environment. The open-source 
approach taken by Synaptics and Google will define and 
accelerate the deployment of solutions that will make 
these interactions intuitive and seamless.

Google’s ML core on Synaptics Astra platform (Image Credit: Synaptics)[xviii] 
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ASTRA: The AI-Native IoT compute platform from Synaptics  
(Image Credit: Synaptics)[xviii]

“We are on the brink of a transformative era in Edge AI 
devices, where innovation in hardware and software is 
unlocking context-aware computing experiences that 
redefine user engagement,” said Vikram Gupta, Senior Vice 
President and General Manager of IoT Processors, Chief 
Product Officer at Synaptics. “Our partnership with Google 
reflects a shared vision to leverage open frameworks 
as a catalyst for disruption in the Edge IoT space. This 
collaboration underscores our commitment to delivering 
exceptional experiences while validating Synaptics’ 
silicon strategy and roadmap for next-generation device 
deployment.”

“Synaptics’ embrace of open software and tools and proven 
AI hardware makes the Astra portfolio a natural fit for our 
ML core as we ramp to meet the uniquely challenging 
power, performance, cost, and space requirements of 

Edge AI devices,” said Billy Rutledge, Director of Systems 
Research in Google Research. “We look forward to working 
together to bring our capabilities to the broad market.”
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Academic and Government 
Initiatives Supporting 
Edge AI

Industry-academic collaborations are 
playing a crucial role in advancing 
edge AI research and deployment. 
Amazon’s Scholars and Visiting 
Academics program provides AI 
researchers with flexible opportunities 
to engage in real-world AI challenges 
while maintaining their academic roles. 
Similarly, Amazon’s University Hubs 
program supports faculty-led research 
in AI optimization, benefiting both 
industry and academia[86].

In Europe, the PREVAIL initiative 
brings together research institutions 
such as CEA-Leti, Fraunhofer, imec, 
and VTT to develop next-generation 
edge AI chips. By creating a multi-hub 
prototyping platform, this initiative 
allows companies to test AI hardware 
designs in real-world applications 
before scaling production[87].

In the UK, the National Edge AI Hub 
serves as a collaborative platform 
uniting academia, industry, and 
the public sector to advance edge 
AI technologies. Led by Newcastle 
University, the Hub brings together 
a multidisciplinary team from 
institutions across the UK. The Hub’s 
mission focuses on enhancing data 
quality and decision accuracy in time-
critical applications such as healthcare 
and autonomous electric vehicles. 
Its activities encompass five main 
areas: cyber-disturbance modeling 
and simulation for edge computing, 
edge computing for AI, AI-driven 
edge cyber-resilience, an academic-
industry technology incubator in edge 
AI, and industry-based, user-inspired 
application-driven validation. By 

fostering a collaborative research 
community and leveraging existing UK 
investments, the National Edge AI Hub 
aims to amplify the impact of edge 
AI research and facilitate technology 
transfer and commercialization[88].

Similarly, the U.S. National Science 
Foundation’s NAIRR Pilot is a large-
scale initiative aimed at democratizing 
AI access. Intel, NVIDIA, Microsoft, 
Meta, OpenAI, and IBM are among 
the industry participants contributing 
compute power and AI tools to 
researchers developing secure and 
energy-efficient AI applications. By 
creating a shared infrastructure, NAIRR 
helps accelerate innovation while 
ensuring AI resources are available 
beyond large tech companies[89].

Challenges and Future 
Considerations in Edge 
AI Deployment

Energy Efficiency and  
Sustainability

The shift toward edge AI reduces 
dependence on cloud computing, but 
efficient on-device processing remains 
a major challenge. AI inference at the 
edge requires optimized hardware 
capable of balancing computational 
power with low energy consumption. 
Initiatives like PREVAIL are developing 
next-generation edge AI chips and 
advancing hardware that supports 
efficient AI processing in resource-
constrained environments. Beyond 
hardware innovation, software-
level optimizations, such as model 
quantization and sparsity techniques, 
are being leveraged to extend battery 
life in edge devices while maintaining 
inference accuracy.

Microcontroller Unit (MCU)-based AI 
inference is another critical bottleneck 
in energy efficiency. Many edge devices 
rely on MCUs with constrained power 
budgets, but the lack of efficient MCU 
AI runtimes makes it difficult to deploy 
advanced AI models without excessive 
energy drain. Companies like Ambiq 
are tackling this issue by focusing 
on ultra-low-power AI processing 
solutions, ensuring that AI workloads 
can run effectively on battery-operated 
and energy-sensitive applications 
such as wearables, smart sensors, and 
industrial IoT.

Security and Data Privacy

The distributed nature of edge AI 
deployments creates multiple security 
risks, including model tampering, 
unauthorized access, and data 
interception. Unlike centralized AI 
models stored in secured data centers, 
edge AI inference occurs across a 
fragmented network of devices, each 
of which must be safeguarded against 
cyber threats.

Federated learning presents one 
solution to mitigate privacy concerns 
by enabling decentralized AI training 
without transmitting raw data. 
Instead of centralizing sensitive 
information, devices process data 
locally and share only encrypted 
model updates, reducing exposure to 
potential breaches. Meanwhile, zero-
trust security frameworks are being 
adopted to strengthen authentication 
mechanisms in edge AI systems, 
ensuring that every data exchange is 
validated at the hardware, software, 
and network levels. Companies 
implementing zero-trust architectures 
are focusing on hardware-based 
security enclaves, trusted execution 
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environments (TEEs), and secure boot 
mechanisms to prevent unauthorized 
modifications to edge AI models.

Regulatory compliance is also a 
growing concern, particularly as 
industries such as healthcare and 
finance adopt edge AI. Strict data 
sovereignty laws require companies 
to implement edge-native encryption 
standards and on-device data 
processing strategies to meet 
GDPR, HIPAA, and other compliance 
frameworks. The push for standardized 
edge AI security certifications is 
gaining traction, with organizations 
working toward defining best practices 
for secure AI inference at the edge.

Scalability and Infrastruc-
ture Management

Scaling edge AI from pilot projects 
to full-scale deployments presents 
logistical and infrastructural hurdles. 
Unlike cloud-based AI, where 
centralized servers handle model 
execution, edge AI requires distributed 
orchestration across thousands or 
even millions of devices. Managing 
model updates, optimizing resource 
allocation, and ensuring seamless 
communication across heterogeneous 
hardware architectures are among the 
top challenges companies face.

5G and next-generation connectivity 
solutions play a crucial role in 
unlocking large-scale edge AI adoption. 
With ultra-low latency and high-
bandwidth capabilities, 5G enhances 
real-time AI processing by enabling 
rapid data exchange between edge 
nodes. This is particularly beneficial in 
autonomous systems, smart cities, and 
industrial IoT, where immediate AI-
driven responses are essential.

According to IDC’s forecast, global 
investment in edge IT infrastructure 
is expected to grow by 60% by 
2028 as enterprises prioritize AI-
driven edge computing in their 
digital transformation strategies[90]. 
To support large-scale edge AI 
adoption, lightweight AI orchestration 
frameworks are being integrated into 
edge deployments. Tools like KubeEdge 
extend Kubernetes’ capabilities 
to edge environments, enabling 
distributed AI workload management 
across cloud and on-premise edge 
servers. Meanwhile, Eve-OS, an LF 
Edge initiative, provides a bare-metal 
virtualization framework optimized for 
constrained devices.

However, a fragmented software 
ecosystem remains a challenge. Many 
edge AI deployments are hindered by 
proprietary toolchains and vendor-
specific solutions that make cross-
platform deployment difficult. The 
push for open-source AI frameworks 
and standardized edge inference 
APIs is helping address this issue 
by enabling interoperability across 
different hardware and software 
stacks. Initiatives such as EdgeX 
Foundry provide an open framework 
for integrating AI and IoT applications 
at the edge, while ONNX facilitates 
model portability across various AI 
hardware accelerators. Meanwhile, 
LF Edge, a Linux Foundation project, 
works toward creating a unified edge 
computing ecosystem by standardizing 
critical edge infrastructure 
components. These open-source 
efforts are reducing the risk of vendor 
lock-in and allowing enterprises to 
adopt scalable, hardware-agnostic AI 
solutions.

The Path Forward

For edge AI to reach full-scale 
adoption, industry leaders must 
continue addressing the pain points 
of energy efficiency, security, and 
scalability. Innovations in MCU AI 
runtimes, regulatory-compliant zero-
trust architectures, and containerized 
edge AI workloads will be critical 
in ensuring seamless, cost-effective 
deployment across industries. Strategic 
partnerships between semiconductor 
companies, AI software developers, 
and connectivity providers will further 
drive advancements, creating a future 
where AI-powered edge devices 
can operate reliably, securely, and 
efficiently across diverse real-world 
applications.

With growing investment in 
standardized architectures, optimized 
software stacks, and public-private 
collaborations, edge AI is poised 
to become a dominant paradigm 
for AI processing. Initiatives like 
the Edge AI Foundation are central 
to this transformation, ensuring 
that the industry moves toward 
an interoperable, scalable, and 
collaborative future. Organizations that 
engage early with these initiatives will 
be best positioned to leverage the full 
potential of edge AI.
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Chapter V:
The Future  
of Edge AI

By 2030, intelligence will no longer be 
confined to centralized data centers. 
AI will operate at the source—on 
every device, sensor, and autonomous 
system—powering industries, cities, 
and everyday life. Machines will no 
longer wait for cloud responses to 
make critical decisions. Instead, edge 
AI will be the primary driver of real-
time, autonomous intelligence, shaping 
a world where devices think, learn, and 
adapt locally.

Our 2024 State of Edge AI report 
uncovered how the demand for real-
time AI, low-latency processing, and 
data privacy is accelerating edge 
AI adoption[91]. Researchers, open-
source communities, and enterprise 
leaders are driving innovations that 
are making edge AI more precise, 
energy-efficient, and scalable. However, 
its future is deeply interconnected 
with the progress of supporting 

technologies: advancements in 
silicon, next-generation AI models, 
and communication networks like 6G. 
The continuous evolution of these 
foundational elements will determine 
the speed and scale of Edge AI’s 
adoption.

This year’s future outlook builds on 
these insights, revealing how federated 
learning, edge-native AI models, 
quantum-enhanced intelligence, 
and generative AI at the edge are 
converging to create self-learning, 
privacy-first AI systems. Autonomous 
vehicles will train each other without 
relying on centralized datasets. 
Hospitals will deploy AI models that 
evolve in real time based on patient 
data, ensuring hyper-personalized 
treatment. Industrial robots will 
operate with predictive intelligence, 
detecting and fixing errors before they 
happen.

Emerging innovations in neuromorphic 
computing, multi-agent reinforcement 
learning, and post-quantum 
cryptography are also redefining what’s 
possible, enabling AI systems that are 
faster, more secure, and vastly more 
efficient. In a nutshell, tomorrow’s 
AI will be self-sustaining, privacy-
preserving, and infinitely scalable. This 
chapter explores these breakthroughs 
and how they will shape the next 
decade of edge AI, where intelligence 
is deployed and continuously 
optimized at the edge.
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5 Emerging Trends in 
Edge AI

1. Federated Learning: 
Decentralized Intelligence 
at the Edge

Federated learning (FL) is evolving 
beyond privacy preservation into 
a cornerstone of decentralized 
intelligence. Over the next five 
years, federated frameworks are 
expected to actively enhance model 
adaptability, autonomy, and cross-
industry collaboration. AI systems 
will learn dynamically at the edge, 
improving their intelligence across 
autonomous vehicles, decentralized 
medical AI, industrial automation, and 
global IoT networks without relying on 
centralized training. Market forecasts 
support this, as federated learning is 
poised to deliver nearly $300 million 

in market value by 2030, with a 
projected CAGR of 12.7%[92].

However, ensuring AI models trained 
on decentralized devices can still 
generalize well across different 
environments remains a key challenge. 
In response, researchers are developing 
multi-prototype FL, an approach 
where multiple specialized models 
are trained instead of a single global 
one[93]. This is particularly relevant in 
healthcare and industrial automation, 
where data can vary significantly 
across locations. For instance, hospitals 
in different regions may have distinct 
patient demographics, and factories 
using AI-driven quality control may 
have unique manufacturing conditions. 
Multi-prototype FL enables each 
environment to retain models that 
best fit its specific needs while still 
benefiting from global insights.

Another major driver of FL’s evolution 
is the integration with next-generation 
networks such as 6G. As edge 
deployments scale, ultra-low-latency 
networks will allow AI models to 
synchronize across distributed devices 
more efficiently, reducing the time it 
takes to refine and deploy updates. 
The emergence of quantum federated 
learning (QFL) is also being explored 
to reduce the communication burden 
between devices, making the process 
more efficient for large-scale IoT 
networks[94].

Security remains a critical focus for 
federated learning at the edge. The 
growing concern over adversarial 
attacks and model vulnerabilities 
has led to the exploration of post-
quantum cryptography (PQC) for 
FL deployments. With quantum 
computing on the horizon, traditional 
encryption methods may no longer 

Federated learning is a robust strategy for collaborative model training across 
edge devices without the need to transfer raw data back to a central location 

(Image Credit: Wevolver)
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be sufficient to protect decentralized 
AI models. Post-quantum encryption 
techniques are being developed to 
future-proof federated learning against 
emerging cybersecurity threats[95]. 
Furthermore, AI-driven optimization 
of PQC algorithms, including reducing 
computational overhead, enhances 
their feasibility for deployment 
in resource-constrained edge 
environments[96].

Federated Learning  
Across Industries

On the application front, FL 
is becoming a key enabler of 
autonomous, real-time AI across 
various industries. With advancements 
in model personalization, network 
efficiency, and security, FL is expected 
to drive the next phase of scalable, 
intelligent edge AI deployments across 
sectors ranging from healthcare to 
automotive and beyond.

•	 In autonomous mobility, FL can 
enable fleet-wide intelligence 
sharing, where self-driving 
vehicles refine collision 
avoidance, route optimization, 
and environmental adaptation by 
exchanging compressed model 
updates rather than raw sensor 
data. As V2X communication 
expands, AI-driven traffic 
systems will continuously refine 
predictions using real-world, 
distributed data. 

•	 In healthcare, federated models 
can improve diagnostics by 
allowing hospitals, research 
centers, and wearable medical 
devices to collaborate without 
sharing patient data. AI models 
detecting rare diseases will adapt 
to diverse regional datasets 

while preserving privacy through 
homomorphic encryption and 
post-quantum cryptography.

•	 In manufacturing, industrial AI 
will enable robots across different 
production lines to exchange 
model refinements securely, 
optimizing predictive maintenance 
and defect reduction. This will 
drive the rise of self-optimizing 
factories, where AI autonomously 
improves efficiency without 
external oversight. 

•	 FL is also converging with 
multi-agent reinforcement 
learning (MARL), enabling swarm 
intelligence in robotics, logistics, 
and smart city infrastructure. 
By coordinating learning across 
distributed AI agents, industries 
could see decision-making speeds 
improve by up to 50% while 
reducing cloud dependency[95].

By the end of the decade, federated 
learning will underpin a decentralized 
AI ecosystem, where edge devices 
refine models autonomously, 
ensuring continuous adaptation, 
enhanced security, and compliance 
with global data regulations[96]. 
Federated learning’s decentralized 
design aligns perfectly with emerging 
data localization mandates, which 
now affect over 75% of global 
markets[97]. Rather than moving 
sensitive information across borders, 
FL transmits only model parameters. 
This will accelerate adoption among 
manufacturers wary of intellectual 
property leakage and healthcare 
institutions handling confidential 
patient records.

2. Edge Quantum  
Computing and Quantum 
Neural Networks

Quantum computing is set to redefine 
the capabilities of edge AI. While 
today’s AI at the edge relies on 
optimized deep learning models and 
low-power hardware accelerators, 
quantum computing introduces a 
fundamentally different approach: 
leveraging quantum states to process 
exponentially larger datasets and 
optimize decision-making at speeds 
unattainable by traditional methods. As 
quantum processing units (QPUs) move 
beyond cloud-based infrastructure, 
hybrid quantum-classical AI will 
emerge at the edge, enhancing real-
time decision-making across industries 
such as finance, healthcare, energy, and 
industrial automation.

Quantum Neural Networks 
(QNNs): Smarter AI for  
the Edge

Quantum neural networks (QNNs) 
are a new class of AI models that 
leverage quantum properties to detect 
patterns and relationships in data 
that “classical AI” might struggle with. 
Unlike existing neural networks, which 
require increasing amounts of power 
and memory to improve performance, 
QNNs can process information in more 
compact and efficient ways.

Early research integrating QNNs into 
classical deep learning has shown 
up to 2-3x faster training speeds for 
optimization-heavy AI tasks and a 
50-70% reduction in computational 
costs[98]. This means AI models at the 
edge, whether in autonomous vehicles, 
industrial robots, or financial fraud 
detection systems, can learn and adapt 
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A Distributed Classical-Quantum Hybrid Platform 
(Image Credit: A. Furutanpey et al.)[xix]
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much faster without needing constant 
retraining in the cloud.

To make QNNs viable for edge AI, 
hybrid computing architectures 
are being developed. These use a 
combination of classical deep learning 
for preprocessing and quantum 
layers for complex optimization. 
Another breakthrough is quantum 
circuit cutting, which breaks down 
large quantum computations into 
smaller, manageable tasks that can 
run efficiently on edge QPUs. These 
methods allow small-scale quantum 
devices to contribute to AI inference 
at the edge without relying on large, 
cloud-based quantum systems[99].

Quantum Speedups for Edge AI

Edge AI applications typically require 
rapid analysis and real-time decision-
making. Quantum computing brings 
exponential speed improvements to 
several key areas:

•	 Financial Fraud Detection: 
Quantum-enhanced AI can 
process over 10,000 transactions 
per second at the edge, 
identifying suspicious activity in 
real time[100].

•	 Smart Grid Optimization: Quantum 
AI dynamically adjusts power 
distribution based on real-time 
energy demand, reducing waste 
and improving efficiency. Research 
has shown that using quantum-
assisted algorithms can lead 
to 10% in energy consumption 
savings[101].

•	 Drug Discovery & Healthcare AI: 
Quantum-powered AI can cut drug 
discovery timelines significantly. 
Quantum computing in computer-

assisted drug discovery (CADD) 
could expand the range of 
biological mechanisms that 
can be modeled, accelerate 
screening processes, and reduce 
trial-and-error iterations in drug 
development. Identifying viable 
candidates earlier and avoiding 
research pathways likely to fail 
minimizes costly dead ends, 
streamlining the discovery 
phase[102].

These gains come from quantum 
computing’s ability to solve 
optimization and probabilistic 
problems far more efficiently than 
classical systems, making it a natural 
fit for edge applications that demand 
speed and accuracy.

Bringing Quantum Computing 
to Edge Devices

Until now, quantum computing 
has been confined to cloud-based 
data centers due to its hardware 
requirements, including extreme 
cooling. However, new advancements 
in mobile QPUs, based on diamond-
based processors, will likely make it 
possible to run quantum algorithms at 
room temperature. In the coming years, 
quantum computing will not be limited 
to the cloud but could be embedded in 
autonomous systems, industrial robots, 
and IoT devices at the edge[99].

Hybrid quantum-classical split 
computing architectures are developed 
to integrate quantum AI into edge 
environments. In this setup, classical 
AI handles initial processing, while 
quantum computing refines and 
optimizes results. This reduces reliance 
on centralized quantum resources, 
making edge AI systems faster and 
more self-sufficient.

While mobile QPUs bring quantum 
computing closer to real-world edge 
deployments, challenges remain. 
Quantum error correction, hardware 
stability, and computational overhead 
in constrained environments must be 
addressed before quantum computing 
can be widely deployed at scale. These 
hurdles, however, are actively being 
tackled through advancements in 
error-resilient quantum algorithms 
and quantum architectures, paving the 
way for truly decentralized quantum 
intelligence at the edge.

3. Edge AI for Autonomous 
Humanoid Robots

Back in 2016, at a conference of 
the UK government’s Robotics and 
Autonomous Systems Network, 
robotics luminary Hiroshi Ishiguro 
criticized the use of the cloud to 
offload robotic intelligence to a remote 
data center, pointing out the issue of 
latency. „Accessing a cloud computer 
takes too long. The half-second time 
delay is too noticeable to a human. In 
real life, you never wait half a second 
for someone to respond. People 
answer much quicker than that.” That 
delay would push you into a trough 
of creepiness known as the „uncanny 
valley,” where the robot seems human-
like but is subconsciously perceived as 
an unnatural imitation rather than a 
genuine human presence[103].

Edge AI solves this by enabling 
humanoid robots to process 
information locally, ensuring real-time 
decision-making, natural interactions, 
and uninterrupted autonomy. This shift 
is accelerating as humanoid robots 
enter industries such as manufacturing, 
healthcare, and retail.
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For humanoid robots operating in 
unstructured environments, low-latency 
AI inference is essential. In other words, 
every millisecond counts. The ability to 
interpret human actions in real time is 
an active requirement for industrial and 
service robots. That is where edge AI is 
crucial, allowing robots to:

•	 Adapt instantly to human 
movement in warehouses and 
factories

•	 Make split-second navigation 
decisions in dynamic 
environments

•	 Recognize and predict actions 
with human action recognition 
(HAR) models

Recent research on edge-AI-powered 
HAR has demonstrated 97.58% 

precision in single-action recognition 
and 86% accuracy in continuous action 
tracking, enabling robots to interpret 
gestures, predict movement, and 
respond accordingly[104]. In a factory 
setting, this means robots can adapt 
instantly to assembly line changes 
or human coworkers’ movements, 
avoiding accidents and improving 
efficiency. In warehouses, humanoid 
robots using edge AI can autonomously 
navigate unpredictable environments, 
optimizing logistics without waiting 
for cloud-based instructions.

Embodied AI for  
Interactive Robots

The next phase of humanoid robotics 
will be defined by embodied AI, where 
AI models become more adaptive, 
responsive, and capable of self-
improvement. Recent advancements in 

reinforcement learning and AI world 
models are pushing humanoid robots 
beyond pre-programmed behaviors, 
enabling them to learn from real-world 
interactions and refine their decision-
making processes[105]. Here, both edge 
and cloud computing are needed for 
such robots to function autonomously 
and effectively. Cloud AI enables large-
scale training, long-term knowledge 
accumulation, and global model 
updates, while edge AI ensures real-
time perception, decision-making, and 
interaction with the environment[106].

A leading example of this hybrid 
approach is NVIDIA’s Project GR00T, 
which is accelerating the development 
of general-purpose humanoid robots 
by integrating edge AI for real-time 
inference and cloud-based simulation 
for large-scale training. Through 
GR00T-Mobility and GR00T-Perception, 

Humanoid robot by Tesla (Image credit: Teslarati)[xx]
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robots gain enhanced dexterity, 
perception, and full-body control, 
allowing them to perform increasingly 
complex tasks with human-like 
coordination[107].

The future of humanoid robots also 
hinges on multimodal AI, where 
speech, vision, and motion are 
processed simultaneously at the 
edge, enabling seamless, natural 
interactions in real-world settings. 
Multimodal AI fuses multiple data 
sources in real time, allowing robots 
to make relatively accurate, context-
aware decisions. A humanoid robot in 
a retail store, for instance, doesn’t just 
respond to spoken questions. It also 
analyzes a customer’s body language, 
facial expressions, and surrounding 
environment to infer intent and deliver 
more helpful responses.

Alongside the emergence of 
multimodal AI is the rise of small 
language models (SLMs). While large 
language models (LLMs) require 
significant cloud resources to function, 
SLMs are optimized for on-device 
processing, enabling robots to 
generate conversational responses, 
understand commands, and provide 
assistance without relying on an 
internet connection. This shift is 
critical for applications in customer 
service, healthcare, and industrial 
automation, where reliable, real-time 
communication is essential. SLMs are 
particularly effective in low-power, 
resource-constrained environments, 
making them ideal for humanoid 
robots that operate autonomously. 

In retail environments, humanoid 
robots like 1X Robotics’ EVE assist 
customers by responding to verbal 
inquiries, analyzing facial expressions, 
and navigating store layouts, all 

without requiring continuous internet 
access[108]. Meanwhile, in hospitals 
and elder care settings, AI-powered 
robots monitor patients, assist with 
mobility, and detect subtle changes in 
behavior that could indicate medical 
emergencies, all with on-device 
processing that ensures data privacy 
and security.

As SLMs become more efficient and 
multimodal AI continues to improve, 
humanoid robots will move beyond 
scripted, predefined interactions 
toward genuinely intelligent, adaptive 
engagement with humans. This will 
enable robots to handle more complex 
tasks, integrate into more industries, 
and function as proactive assistants.

4. AI-Driven AR/VR:  
The Next Evolution

Augmented Reality (AR) and Virtual 
Reality (VR) are not confined to gaming 
and entertainment anymore. As AI 
capabilities expand, these technologies 
are becoming deeply embedded in 
industry, healthcare, and enterprise 
applications, shifting from isolated 
experiences to fully integrated, 
intelligent ecosystems. The future of 
AR/VR will be defined by adaptive, AI-
powered environments that respond to 
users in real time, breaking the barriers 
between the digital and physical 
worlds.

Edge AI is a critical enabler of this 
evolution. Next-generation AR/VR 
devices will process information locally, 
allowing for real-time responsiveness 
and increased energy efficiency. AI-
driven spatial computing will allow AR 
glasses and VR headsets to dynamically 
adjust overlays, depth perception, and 
environmental interactions based on 

context. In industrial settings, this 
means AR-powered workspaces will 
provide engineers with hands-free, 
AI-generated instructions that adapt 
to real-world conditions in real time. 
In healthcare, AR-assisted surgery 
will integrate AI-powered overlays 
that enhance precision, updating in 
milliseconds based on the surgeon’s 
movements without cloud-induced 
delays.

A major breakthrough shaping the next 
phase of AR/VR is the rise of AI-driven 
avatars and virtual beings[109]. Unlike 
current virtual assistants, which follow 
predefined scripts, the next generation 
of AI avatars will interact with users in 
a more natural and context-aware way. 
By leveraging edge AI, these virtual 
entities will process voice, gestures, 
and facial expressions instantly, 
creating a seamless conversational 
experience. In retail, AI-powered digital 
assistants will transform customer 
interactions, offering real-time, 
personalized assistance in virtual 
storefronts. In corporate settings, AI-
driven virtual coworkers will become 
part of hybrid workplaces, integrating 
into AR-enhanced collaborative spaces 
where meetings feel as natural as in-
person interactions.

As AR/VR devices become more 
intelligent, they are also becoming 
smaller and more power-efficient. 
The future of AR lies in compact, AI-
native wearables that eliminate the 
need for bulky hardware or constant 
cloud connectivity. Companies like 
Qualcomm and Meta are developing 
ultra-low-power AI chips designed 
for lightweight AR glasses, making 
standalone, high-performance AR 
possible. For example, Qualcomm’s 
QCC112 chip is designed for ultra-low-
power operation, making it suitable 
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for small form-factor devices like 
AR glasses[42]. Such advancements 
create lightweight, comfortable, 
and unobtrusive AR/VR wearables, 
enhancing user adoption and 
experience. 2025 will bring major 
advancements in the AR/VR market 
from industry leaders like Apple, 
Google, Samsung, and Meta[110]. By 
2030, AI-powered AR glasses are 
projected to be almost as ubiquitous 
as smartphones, enabling real-time 
language translation, AI-enhanced 
navigation, and digital overlays that 
merge seamlessly with physical 
environments[111].

The convergence of AI, AR, and the 
metaverse will further push the 
boundaries of human-computer 
interaction[112]. Future AR/VR systems 
will not just display information 
but generate adaptive, AI-driven 
digital environments that respond 
intelligently to users. Interfaces 
will evolve dynamically, tailoring 
experiences to individual preferences, 
work habits, and social interactions. 
The next era of mixed reality will 
not be a passive experience but an 
AI-powered, hyper-personalized digital 
layer that continuously adapts to the 
world around us.

As AI and AR/VR technologies mature, 
the gap between digital and physical 
reality will continue to shrink. In the 
coming decade, intelligent AR/VR 
will redefine how we work, learn, and 
interact, with AI not just powering 
virtual experiences but making them 
feel as natural and intuitive as the real 
world.

Overview of the 3-chip/module Qualcomm Snapdragon AR2 Gen 1 platform 
(Image Credit: Qualcomm)[xxi]
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5. Neuromorphic  
Computing: The Future  
of Energy-Efficient AI

Neuromorphic computing is poised 
to become increasingly prevalent 
in the edge AI space by introducing 
brain-inspired architectures that 
offer significant advantages in energy 
efficiency and processing capabilities. 
Unlike traditional computing systems 
that separate memory and processing 
units, neuromorphic systems integrate 
these functions, mimicking the 
parallel and event-driven nature 
of the human brain. This design 
enables them to handle complex, 
real-time data processing tasks with 
minimal energy consumption, making 
them ideal for edge applications. 
For example, the NeuRRAM chip, 
introduced in a Nature study in 2022, 
has an analog computing architecture 
twice as energy-efficient as state-of-

the-art „compute-in-memory” chips, 
enabling sophisticated cognitive 
tasks on edge devices without cloud 
connectivity[113,114]. This leap mirrors the 
shift from desktop PCs to smartphones, 
unlocking portable applications once 
deemed impossible.

Research and early commercial 
deployments indicate that 
neuromorphic chips can redefine how 
intelligence is deployed at the edge. 
The focus is shifting from proof-of-
concept systems to scalable, real-
world applications. The next stage of 
neuromorphic AI will be shaped by its 
ability to scale, integrate with hybrid 
architectures, and enable new forms of 
decentralized, real-time intelligence.

Scaling Neuromorphic Compu-
ting for Complex AI Tasks

Recent research suggests that 
neuromorphic systems need to scale 

significantly to handle the growing 
complexity of AI workloads. A study 
in Nature highlights the shift from 
small-scale neuromorphic experiments 
to large-scale architectures[115], 
such as Intel’s Hala Point, which 
now incorporates over 1.15 billion 
neurons[116]. The next step is increasing 
the number of neurons and synapses 
while maintaining energy efficiency, 
enabling real-world tasks beyond 
simple pattern recognition.

Scaling neuromorphic AI requires 
integrating sparsity, a key biological 
principle where unnecessary neural 
connections are pruned. This 
optimization could drastically improve 
energy efficiency and processing 
density. If successful, large-scale 
neuromorphic systems could 
match deep learning accelerators 
in performance while consuming a 
fraction of the power.

The NeuRRAM chip can run computations within its memory, storing data in an 
analog spectrum (Image credit: University of California San Diego)[xxii]
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Scaling neuromorphic AI requires 
integrating and optimizing several key 
principles:

•	 Sparsity enables efficient 
processing by pruning 
unnecessary connections, reducing 
computational overhead without 
loss of accuracy. 

•	 Neuronal scalability allows 
systems to scale from compact 
edge devices to large, multi-chip 
architectures capable of solving 
complex tasks. 

•	 Asynchronous communication 
eliminates bottlenecks by 
ensuring event-driven data flow 
and improving responsiveness. 

•	 Dynamic reconfigurability enables 
adaptable AI that can modify its 
neural pathways in real time for 
greater flexibility.

•	 Redundancy and correlation 
enhance fault tolerance and 
improve computational stability by 
leveraging neural redundancy. 

•	 Sensor and compute interfaces 
will need standardization to 
support seamless integration 
with external devices, particularly 
in vision, audio, and biomedical 
applications.

•	 Resource awareness ensures 
systems dynamically manage 
energy, memory, and compute 
resources based on real-time 
demands[115]. 

If implemented successfully, these 
principles will drive neuromorphic 
AI toward large-scale, high-efficiency 
deployments at the edge.

Hybrid Systems: The Path to 
Widespread Adoption

For the foreseeable future, hybrid 
architectures will bridge the gap 
between conventional AI and 
neuromorphic computing. Research 
indicates that neuromorphic chips will 
be deployed alongside GPUs, TPUs, and 
analog AI processors, each handling 
different computational tasks[117]. This 
approach will enable neuromorphic 
cores to manage low-power, real-time 
processing, such as sensor fusion in 
smart cities or autonomous vehicles, 
while traditional chips handle larger-
scale computations.

Memristor-based neuromorphic chips 
are also gaining attention. The startup 
Techifab is developing memristor-
based components that integrate 
memory and processing into a single 
unit, reducing data transfer energy 
loss[118]. „Our goal is to use the brain 
as a model to create a technology that 
makes complex decisions logically 
and traceably with minimal energy 
consumption,” says Heidemarie 
Krüger, physicist and founder of 
Techifab. These advances could further 
optimize neuromorphic chips for high-
performance edge AI systems.

Real-Time Learning and  
Adaptive Intelligence

Unlike static deep learning models, 
future neuromorphic AI will 
continuously learn and adapt at the 
edge. Current AI deployments require 
cloud retraining, but neuromorphic 
processors will enable local adaptation 
based on real-time data. This will 
improve robotics, industrial automation, 
and autonomous systems, where real-
time decision-making is critical.

For example, wearable devices using 
neuromorphic computing are already 
demonstrating fast, energy-efficient 
processing for gesture recognition 
and biomedical applications. With 
latency reduced to as low as 5.7 
milliseconds and power consumption 
at just 41 mW, neuromorphic chips 
are proving capable of real-time edge 
intelligence[119].

Neuromorphic Chips + 6G + 
Quantum Computing

The long-term trajectory of 
neuromorphic computing extends 
beyond existing edge AI systems. The 
integration of neuromorphic AI with 6G 
networks and quantum computing is 
expected to enable ultra-low-latency, 
massively parallel processing at the 
edge. BrainChip’s Akida processor and 
state-space models, such as Temporal 
Event-Based Neural Networks 
(TENNs), are early indicators of this 
direction, demonstrating the feasibility 
of lightweight, event-driven AI 
architectures for high-speed, real-time 
applications[120].

As scaling challenges are addressed, 
neuromorphic chips will move from 
niche applications to mainstream 
adoption, powering the next 
generation of autonomous machines, 
decentralized AI, and real-time 
adaptive systems. The future of edge 
AI will depend on how efficiently 
intelligence is deployed. Neuromorphic 
computing is positioned to make that 
shift possible.
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New Approaches for GenAI  
Innovation at the Edge 

Recent advances in LLM training algorithms, such as 
Deepseek’s release of V3, have rattled the traditional AI 
marketplace and challenged the belief that large language 
models require high computational investments to achieve 
performant results.  This demonstrates that trying a new 
approach can have a big impact on a key challenge the 
AI market faces: high computational power and resultant 
costs to train and execute LLM models. New approaches 
must be considered to address similar challenges at the 
edge, such as the large compute and memory bandwidth 
requirements of transformer-based GenAI models that 
result in on costly and power-hungry edge AI devices.

State Space Models:  
More Efficient than Transformers

State Space Models (SSMs), with high-performance models 
like Mamba, have emerged in the last two years in cloud-
based LLM applications to address the high computational 
complexity and power required to execute transformers in 
data centers. Now, there is growing interest in using SSMs 
to implement LLMs at the edge and replace transformers, 
as they can achieve comparable performance with fewer 
parameters and less overall complexity.

Like transformers, SSMs can process long sequences 
(context windows). However, their complexity is on the 
order of the sequence length O(L), compared to the order of 
the square of the sequence length O(L2) for transformers—
and with 1/3 as many parameters. Not to mention that SSM 
implementations are less costly and require less energy.

These models leverage efficient algorithms that deliver 
comparable or even superior performance. Brainchip’s 
unique approach is to constrain an SSM model to better 
fit physical time series or streaming data and achieve 
higher model accuracy and efficiency. BrainChip innovation 

of SSM models constrained to streaming data are called 
Temporal Enabled Neural Networks, or TENNs. Combined 
with optimized LLM training, they pave the way for a new 
category of price and performance LLM and VLM solutions 
at the edge.

Deploying LLMs at the Edge:  
Efficiency and Scalability

BrainChip addresses the challenge of deploying LLMs at 
the edge by using SSMs that minimize computations, model 
size, and memory bandwidth while producing state-of-the-
art (SOTA) accuracy and performance results to support 
applications like real-time translation, contextual voice 
commands, and complete LLM models with RAG extensions. 
Brainchip can condense the software model and the 
implementation into a tiny hardware design. A specialized 
LLM design can execute the edge LLM execution in under 
a watt and for a few dollars using a dedicated IP core that 
can be integrated into the customer’s SoCs.  This enables a 
whole new class of consumer products that do not require 
costly cloud connectivity and services.

This ultra low power execution makes edge LLMs viable 
for always-on devices like smart assistants and wearables. 
Cloud LLM services are neither private nor personalized. A 
completely local edge AI design enables real-time GenAI 
capabilities without compromising privacy, ensuring users 
have greater control over their data and enabling a new 
class of personalization you can bring wherever you go.

Emerging designs like BrainChip’s Akida core offer a 
scalable and efficient solution for engineers and product 
developers who want to integrate advanced AI capabilities 
into private, personalized consumer products, including 
home, mobile, and wearable products.

EDGE AI INSIGHTS: Brainchip



66

Final Thoughts on  
Preparing for the  
Next Wave

As organizations anticipate the next 
wave of technological advancement, 
strategic preparation in edge AI needs 
to happen today. Key focus areas 
include infrastructure investment, data 
privacy and security, and cross-industry 
collaboration.

In infrastructure, organizations 
should prioritize the deployment of 
microdata centers and next-generation 
IoT devices to process data closer 
to its source, reducing latency and 
enhancing real-time decision-making. 
Optimizing AI models for performance 
and efficiency is essential, ensuring 
that these models operate effectively 
within diverse device constraints. 
This balance between computational 
demands and available resources 
is key to aligning AI infrastructure 
with business objectives, ultimately 
enhancing operational efficiency and 
maintaining a competitive edge.

Organizations must also implement 
robust encryption protocols and access 
controls to safeguard information. 
Emerging techniques, such as 
confidential computing and multi-party 
computation by IBM Research[121], add 
an extra layer of protection during data 
processing. Furthermore, compliance 
with evolving privacy regulations 
like GDPR and CCPA remains critical. 
Advanced methods such as federated 
learning enable decentralized data 
processing, minimizing breach risks 
while enhancing AI performance at  
the edge.

Yet, arguably, the most impactful 
factor in the success of edge AI lies 

in collaboration across sectors to 
establish industry standards and 
interoperability. Partnerships among 
hardware vendors, software developers, 
and regulatory bodies foster innovation 
and standardization, ensuring 
cohesive ecosystems. Collaborative 
initiatives, such as those led by the 
edge AI Foundation, are essential to 
address global challenges and drive 
adoption[122].

Organizations that proactively invest 
in infrastructure, prioritize security, and 
embrace collaborative ecosystems will 
position themselves as leaders in the 
edge AI space in 2025 and beyond.
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www.brainchip.com

Synaptics

Semiconductor Manufacturing 
San Jose, California

Synaptics is driving innovation in 
AI at the Edge, bringing AI closer to 
end users and transforming how we 
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on the move. As a go-to partner for 
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Synaptics powers the future with its 
cutting-edge Synaptics Astra™ AI-
Native embedded computer, Veros™ 
wireless connectivity, and multimodal 
sensing solutions. We’re making the 
digital experience smarter, faster, 
more intuitive, secure, and seamless. 
From touch, display, and biometrics 
to AI-driven wireless connectivity, 
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security processing, Synaptics is the 
force behind the next generation of 
technology enhancing how we live, 
work, and play. 

www.synaptics.com    
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For more than three decades Ceva has 
been a trusted provider of technology 
that enables people and electronics 
systems to interact in seamless, secure, 
and increasingly more intuitive and 
predictive ways. Ceva’s semiconductor 
and software IP offerings are used by 
the world’s top semiconductor and 
electronics companies to develop 
extraordinary and differentiated 
products that connect, sense, and infer 
- the three critical pillars of the rapidly 
evolving era of AI-enabled Smart 
Edge. Ceva’s solutions enable a new 
generation of connected and distributed 
intelligence to make our lives safer, 
enjoyable, and more efficient.

Powering more than 19 billion 
devices Ceva has established 
leadership in reliable and secure 
wireless connectivity for use in both 
infrastructure and end points; low-
power and highly efficient audio and 
vision sensing and interface solutions; 
and scalable neural-network-based AI 
processing. Ceva is committed to its 
customers’ success and continues to 
drive innovation in smart connected 
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Semiconductor Manufacturing 
Santa Clara, California

Ambient Scientific is a fabless 
semiconductor company pioneering 
AI computing technologies to unlock 
and power the next generation of 
AI possibilities from the edge to 
the cloud. Our Analog In-Memory 
Compute technology, called DigAn®, 
revolutionizes AI compute by 
eliminating the need for a tradeoff 
between performance, efficiency and 
flexibility to deliver higher than ever 
AI performance at orders of magnitude 
lower power consumption. The 
flexibility of DigAn® ensures these 
advantages scale from cloud level 
infrastructure efficiencies to portable 
micro-edge AI possibilities.

GPX10, our first processor built on 
the DigAn® architecture, enables AI 
applications once deemed impossible 
in battery-powered devices, such as 
always-on voice detection and FaceID, 
all while consuming minimal power, 
small enough to run on a coin cell 
battery.

With a full-stack SDK supporting 
standard AI frameworks, a custom 
neural network compiler and training 
toolchains to enable hassle free data 
collection for training AI models, we 
empower developers to seamlessly 
deploy AI at the edge, unlocking 
new possibilities in ultra-low-power 
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We bring a professional audience of 
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content, such as articles, videos, 
podcasts, and reports, about state-of-
the-art technologies. 

The knowledge on Wevolver is 
published by various sources: 
universities, tech companies, and 
individual community members. Next 
to that, we manage a network of 
over 50 technical writers who create 
content for our customers and publish 
that on Wevolver.com

Millions of engineers leverage 
Wevolver to stay up to date, find 
knowledge when they are developing 
products, and leverage the platform to 
make meaningful connections. 

Wevolver has won the SXSW 
Innovation Award, the Accenture 
Innovation Award, and the Top Most 
Innovative Web Platforms by Fast 
Company. Wevolver is how today’s 
engineers stay cutting edge.
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